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ABSTRACT

In this paper we study the channel estimation problem for
a CP-OFDM based hybrid analog-digital massive MIMO
system. In contrast to a conventional MIMO system, two
additional constraints need to be fulfilled. First, the analog
precoding is achieved using only phase shift networks, which
imposes constant modulus constraints on the RF precoding
and decoding matrices. Second, there is just one common
equivalent RF precoding or decoding matrix for all subcarri-
ers. This also leads to a challenging channel estimation task
and an optimal training design for the considered system.
We derive both linear and non-linear channel estimation
methods. More specifically, a linear estimation via lease
squares (LS) together with a specific optimal pilot sequence
design is proposed. Moreover, a non-linear channel esti-
mation counterpart is developed via two-stage compressed
sensing (CS). Initial simulation results show that the CS
approach outperforms the LS approach.

Index Terms— Massive MIMO, hybrid precoding,
mmWave, least squares, compressed sensing.

I. INTRODUCTION

Massive MIMO, which uses orders of magnitude more
antennas (e.g., 100 or more), can provide significant MIMO
gains [1]. When combined with millimeter wave (mmWave)
technology, it will not only gain from large chunks of under-
utilized spectrum in the mmWave band [2] but will also ben-
efit from a significantly reduced form factor of the massive
MIMO array [3]. Hence, massive MIMO communication
is a potential technique for future wireless networks [4].
However, if a large number of RF chains is implemented to
steer the massive number of antenna elements, the involved
power consumption and the hardware cost are too high and
therefore are impractical. To exploit the MIMO multiplexing
gain under a reasonable cost, one promising solution is to
deploy hybrid analog-digital precoding schemes, realized
using phase shifters or switches in the RF domain [5],
and digital precoding schemes, implemented in the digi-
tal baseband domain as in conventional MIMO. If analog
precoding is achieved using phase shifters only, the analog
precoding matrix should have only constant modulus entries
[6], [7], [8], [9]. Furthermore, when a wideband multi-
carrier system is considered, equivalently we get the same
phase shifts for all subcarriers [10]. These two constraints

are stringent such that they lead to significant challenges
not only for the precoding of the transmitted data but also
for the required channel estimation tasks [8], [11], [12],
[13]. In [8] an adaptive compressed sensing (CS) based
channel estimation algorithm is proposed to estimate the
channel of a hybrid analog-digital massive MIMO system.
This CS based channel estimation algorithm has been further
extended in [11] by involving multiple measurement vectors
(MMV) to improve the channel estimation accuracy. The CS
based concept is also used in [12], where an adaptive multi-
grid sparse recovery approach is applied instead. Finally,
a multi-user hybrid analog-digital system is considered in
[13] and a minimum mean squared error (MMSE) approach
is developed to estimate the channel. Unfortunately, all the
above papers deal with narrowband systems, or equivalently
a flat fading channel. Their results cannot be directly used in
a multicarrier system, or equivalently a frequency selective
channel due to the fact that there is a common RF precoding
and decoding matrix for all the subcarriers. Hence, this
motivates us to design channel estimation algorithms as well
as training sequences for single user multi-carrier hybrid
massive MIMO systems.

In this paper we develop channel estimation algorithms
for a single user multi-carrier hybrid massive MIMO system.
The cyclic prefix OFDM (CP-OFDM) based multi-carrier
modulation scheme is used and training using pilot tones
is considered. To estimate the channel at the receiver side
we study two different approaches, i.e., the least squares
(LS) approach, and the CS approach. The former one is
a linear method while the latter one can be interpreted as
a non-linear method. In both cases we have to transmit
multiple OFDM training symbols. Nevertheless, it is still
possible to build optimal pilot tones in the minimum squared
error (MSE) sense of the LS estimate and one optimal
pilot sequence design is provided in this paper. The CS
approach exploits the sparsity of the channel model. To avoid
a training design based on random numbers, which might
result in practical implementation difficulties, we develop
a two-stage CS based channel estimation method, where
the pilot sequences and the RF matrices use a DFT-like
training design. Our initial simulation results show that the
CS approach outperforms the LS approach.

Notation: Upper-case and lower-case bold-faced letters
denote matrices and vectors, respectively. The expectation,
trace of a matrix, transpose, conjugate, Hermitian transpose,



and Moore-Penrose pseudo inverse are denoted byE{·},
Tr{·}, {·}T, {·}∗, {·}H, and {·}+, respectively. The Eu-
clidean norm of a vector and the absolute value are denoted
by ‖·‖ and|·|, respectively. The(c, d)-th element of a matrix
is denoted by(·)c,d. The Kronecker product is⊗. Thevec{·}
operator stacks the columns of a matrix into a vector. The
unvecM×N{·} operator stands for the inverse function of
vec{·}. The smallest following integer is denoted by⌈·⌉.

II. SYSTEM DESCRIPTION

II-A. System Model

We study a point-to-point massive MIMO system where
a multi-antenna base station (BS) transmits data to a multi-
antenna user equipments (UE). The BS hasMT transmit
antennas andNT RF chains. The UE hasMR receive
antennas andNR RF chains. The number of RF chains is
assumed to be much smaller than the number of antenna
elements, i.e.,MT ≫ NT and MR ≫ NR. A CP-OFDM
based multicarrier modulation technique is applied to combat
the multipath effect. The corresponding FFT size isNfft.
Let sn[m] ∈ C

Nss represent the transmitted pilot sequence
on the n-th subcarrier in them-th OFDM symbol (n ∈
{k1, · · · , kNf

} ⊂ {1, · · · , Nfft}, m ∈ {1, · · · , Nt}). There-
fore, the training procedure consists ofNt OFDM symbols
each withNf pilot tones. We haveNT ≥ Nss. The training
pilots and the data are interleaved on all the subcarriers and
then pass through the IFFT filter. Furthermore, we assume
that the pilot tones are assigned equally spaced. A CP of
lengthNCP symbols is added, followed by an RF precoder
F [m] ∈ C

MT×NT using analog circuitry. We assume that
the RF precoder is implemented using analog phase shifters.
Hence, constant modulus constraints should be fulfilled for
each element ofF [m] ∈ C

MT×NT , i.e., |(F [m])a,b| = 1
for all a ∈ {1, · · · ,MT} and b ∈ {1, · · · , NT}. Finally,
the total power of the pilot tones in one OFDM symbol is

limited such that

kNf∑

n=k1

‖F [m]sn[m]‖2 ≤ P for all m.

We consider a frequency selective quasi-static block
fading channel. Assume thatNCP has the same length as the
maximum excess delay of the channel such that the inter-
symbol interference is avoided. After passing through the
channel, first, an RF decoderWH[m] ∈ C

NR×MR is used
at the UE. Afterwards, the CP is removed from the received
signal and by using the FFT filter the time domain signal is
transformed into the frequency domain. LetHn ∈ C

MR×MT

denote the discrete channel transfer function (CTF) onn-th
subcarrier of the UE. It is assumed that the channel remains
unchanged during the training procedure. The received pilot
signal on then-th subcarrier in them-th OFDM symbol is
given by [10]

yn[m] = WH[m]HnF [m]sn[m] +WH[m]zn[m], (1)

where zn[m] is the zero mean circularly symmetric com-
plex Gaussian (ZMCSCG) noise with covariance matrix
E{zn[m]zH

n [m]} = σ2
nIMR

for all n andm. In this paper

‖W [m]‖F = 1 for all m. Note that in our design the data
symbols are not used for channel estimation.

Our goal is to designW [m], F [m], andsn[m], ∀n,m,
such that the channel can be estimated at the receiver side.

II-B. Channel Model

In our paper we consider an analytical channel model
consisting of a finite number of scatterers, i.e.,L scat-
terers. Each scatterer contributes to a single propagation
path between the BS and the UE, which accounts for
one time delayτℓ and one pair of angle of arrival (AoA)
θR,ℓ ∈ [0, 2π) and angle of departure (AoD)θT,ℓ ∈ [0, 2π)
for all ℓ ∈ {0, · · · , L− 1}. The discrete CTF of the UE on
the n-th subcarrier is modeled as [14], [15]

Hn =
L−1∑

ℓ=0

αℓ√
L
a(θR,ℓ)a

H(θT,ℓ)

︸ ︷︷ ︸

Hℓ∈CMR×MT

e
−j2π ℓ·n

NFFT , (2)

whereαℓ is the random complex gain of theℓ-th path, with
zero mean andE{|αℓ|2} = 1. The vectorsa(θT,ℓ) and
a(θR,ℓ) are the array steering vectors of the BS and the
UEs, respectively. As in [7], a uniform linear array (ULA)
geometry is used at both ends. The inter-element spacing
of the ULA is equal to half of the wavelength. The array
steering vector consisting ofM elements is then defined as

a(θ) =
[

1 e−j2π sin(θ) · · · e−j2π(M−1) sin(θ)
]T

. (3)

Furthermore, for notational simplicity (2) implies thatτℓ =
ℓTs, whereTs represents the sampling period. In general the
developed channel estimation algorithms in this paper can
be applied for other choices ofτℓ. Note that the proposed
algorithms can be also applied when the rank ofHℓ is higher
than one, e.g., consideringL clusters each withNp paths
[7].

III. LEAST SQUARES APPROACH

In this section we study the LS based training design,
which is a commonly used channel estimation scheme, e.g.,
[16]. By inserting (2) into (1) we obtain

yn[m] = WH[m]

L−1∑

ℓ=0

Hℓe
−j2π ℓn

Nfft F [m]sn[m] +WH[m]zn[m]

= WH[m]Hu(wn ⊗ (F [m]sn[m])) +WH[m]zn[m],
(4)

where we have

Hu = [H0 · · · HL−1] ∈ C
MR×LMT ,

and
wn =

[

1 · · · e
−j2π

(L−1)n
Nfft

]T

∈ C
L.

By stackingyn[m] next to each other along the frequency
domain (then-dimension) we obtain a matrixY [m] =[
yk1

[m] · · · ykNf
[m]

]
∈ C

NR×Nf , which is expressed
as

Y [m] = WH[m]HuC[m] +WH[m]Z[m], (5)



whereC[m] ∈ C
LMT×Nf is computed by

C[m] =
[
wk1

⊗ (F [m]sk1
[m]) · · · wkNf

⊗ (F [m]skNf
[m])

]
.

Let y[m] = vec{Y [m]}, wherehu = vec{Hu} andz[m] =
vec{WH[m]Z[m]}. Then the vectorized version of (5) is
expressed as

y[m] = (CT[m]⊗WH[m])hu + z[m] (6)

To utilize the training resource along the time domain (the
m-dimension), we stacky[m] on top of each other as

ys = P1hu + zs ∈ C
NRNfNt , (7)

where ys =
[
yT[1] · · · yT[Nt]

]T
, zs =

[
zT[1] · · · zT[Nt]

]T
, and

P1 =






CT[1]⊗WH[1]
...

CT[Nt]⊗WH[Nt]




 ∈ C

NtNfNR×LMTMR .

Conventionally, to recoverhu from (7) over one OFDM
symbol, i.e., Nt = 1, the LS design requires that the
(NRNf )-by-(LMTMR) matrix product(CT[m]⊗WH[m])
is of full column rankLMTMR, i.e., NRNf ≥ LMTMR.
However, it can be proven that this is not possible due to the
fact that there is only one RF precoding matrix for all the
subcarriers. Therefore, to recoverhu we have to use multiple
OFDM symbols as in (7). Similarly, this requires thatP1 has
full column rank, i.e.,NtNfNR ≥ LMTMR. To this end,
there should be no more thanNf = NT pilot tones in one
OFDM symbol. As we haveMT ≫ NT andMR ≫ NR,
this means that many training time slots (at least

⌈
LMTMR

NTNR

⌉

)
are needed. Finally, the LS channel estimate is computed by

ĥu = P+
1 ys. (8)

The next question is whether it is possible to develop
optimal pilot tones which minimize the MSE of the LS chan-
nel estimate. Moreover, we should havePH

1 P1 = αILMTMR

with α > 0 [17]. Inspired by [16], we describe such a design
in the following. Let us divide theNt time slots intoNt,R

frames, where each frame consists ofNt,T OFDM symbols,
i.e., Nt = Nt,T · Nt,R. The RF decoding matrix stays
constant during each frame while the RF precoding matrices
used in different frames are the same. Our methodology is
to first estimate the matrix productWH

j Hu during each
frame (j ∈ {1, · · · , Nt,R}) and then estimateHu by using
the combinedWjHu over all frames. To this end, the
concatenated matrix

[
W ∗

1 · · · W ∗

Nt,R

]T ∈ C
NRNt,R×MR

should have orthogonal columns. One possible choice is to
select from the firstMR columns of aNRNt,R-by-NRNt,R

DFT matrix, which is further scaled by1/
√
MRNR. Next,

we describe a specific design offn[i] = F [i]sn[i] ∈ C
MT

such that
Nt,T∑

i=1

C[i]CH[i] =

Nt,T∑

i=1

NT∑

p=1

(wkp
⊗ fkp

[i])(wkp
⊗ fkp

[i])H

= βILMT
, (9)

whereβ > 0. Note that to make the best use of pilot tones
in the frequency domain we setNf = NT in (9). One choice
of fkp

[m] which satisfies (9) is computed as

(fkp
[i])a =

√

P

MTNT
e

−j2π(i−1+(p−1)Nt,T)L(a−1)

NT·Nt,T , (10)

∀a ∈ {1, · · · ,MT}. All the derivations will be elaborated
in the full paper.

IV. COMPRESSED SENSING APPROACH

In contrast to the LS approach, the CS approach exploits
the sparsity in the delay domain. To apply the CS approach,
we assume that the AoAs and the AoDs lie on uniform grids
GR ≥ MR andGT ≥ MT. This is a common assumption
in the literature, e.g., [8], [11], [12], [13], [18]. Under this
assumption, the discrete CTF in (2) can be rewritten as

Hn =

L−1∑

ℓ=0

ARHν,ℓA
H
Te

−j2π ℓ·n
NFFT , (11)

where AR = [a(θR,1) · · · a(θR,GR
)] ∈ C

MR×GR ,
AT = [a(θT,1) · · · a(θT,GT

)] ∈ C
MT×GT , andHν,ℓ ∈

C
GR×GT contains just one non-zero elementαℓ/

√
L. In

other words,Hν,ℓ is sparse. SinceAR and AT are fixed,
we only need to estimateHν,ℓ.

By inserting (11) into (1) and applying some algebraic
manipulations we obtain

yn[m] = WH[m]ARHν(wn ⊗AH
T)F [m]sn[m]

+WH[m]zn[m], (12)

where

Hν = [Hν,0 · · · Hν,L−1] ∈ C
GR×LGT .

Similarly as in Section III, to fully exploit the time-frequency
resources, we can first stackyn[m] on top of each other
along the frequency domain, which yields

y[m] =
(
BT[m]⊗ (WH[m]AR)

)
hν + z[m], (13)

wherehν = vec{Hν} ∈ C
LGRGT is a sparse vector con-

taining L ≪ LGRGT non-zero elements. Thep-th column
of B[m] ∈ C

LGT×Nf is given by(wkp
⊗AH

T)F [m]skp
[m]

for p ∈ {1, · · · , Nf}. Then we can stacky[m] along the
time domain and obtain

ys = P2hu + zs ∈ C
NRNfNt , (14)

where

P2 =






BT[1]⊗ (WH[1]AR)
...

BT[Nt]⊗ (WH[Nt]AR)




 ∈ C

NtNfNR×LGTGR .

The formulation (14) fulfills a sparse recovery problem
and thus any sparse approximation algorithm in [19] can
be applied. To ensure thathu can be uniquely and stably
determined, the matrixP2 should be constructed such that
the restricted isometry property (RIP) is satisfied. In practice



there are no algorithms which could check the RIP for a
given matrix in polynomial time. But there are certain proba-
bilistic constructions of matrices satisfying the RIP withhigh
probability, i.e., constructingP2 with randomly distributed
elements or constructingP2 to possess randomly selected
columns of a DFT matrix [14]. These two constructions
are not suitable for our application. The former one can be
achieved by determining the entries ofW [m], F [m], and
sn[m] to be drawn from Gaussian distributions. Obviously,
this relies on a random codebook, which is difficult to imple-
ment in practice. Nevertheless, this feasible choice is chosen
as a benchmark in our numerical experiments. The latter
one requires a matrix decomposition which decomposes a
matrix into a product of an arbitrary matrix and a matrix
with constant modulus entries. Such a matrix decomposition
cannot be exact for an arbitrary matrix, even if it exists.

Instead, we propose a two-stage sparse recovery algo-
rithm with a more structured design procedure. We use a
similar training procedure as described in Section III, i.e.,
dividing the total training OFDM symbols intoNt,R frames
each with Nt,T OFDM symbols. In the first stage, i.e.,
in each frame, we estimate the matrix productHR,j =
WH

j ARHν ∈ C
NR×LGT using the CS approximation algo-

rithm. This is motivated by the following facts. First, each
row of HR involves at mostL ≪ LGT non-zero elements.
Second, let us stackyn[m] next to each other and obtain the
following equation

Ȳj = P3 ·HT
R,j + Z̄j , (15)

whereZ̄j =
[
WH

j Z[(j − 1)Nt,T + 1] · · · WH
j Z[jNt,T]

]T
,

Ȳj = [Y [(j − 1)Nt,T + 1] · · · Y [jNt,T]]
T ∈

C
NfNt,T×NR , and

P3 = [B[1] · · · B[Nt,T]]
T ∈ C

NfNt,T×LGT .

If NfNt,T < LGT or evenNfNt,T ≪ LGT, then (15)
is a sparse recovery problem and more precisely, a MMV
problem [20]. To solve (15), in this abstract we consider
only the orthogonal matching pursuit (OMP) algorithm for
a single measurement vector case. Thereby, we estimate
HT

R,j column-wise. A direct solution to (15) via the M-
OMP algorithm in [20] is also possible and the performance
will be demonstrated in the full paper. In the second stage
we recoverHν using the estimated̂HR,j . Without loss of
generality,ĤR,j can be rewritten as

ĤR,j = WH
j ARHν +∆j , (16)

where∆j represents the residual error. Again, we can stack
ĤR,j on top of each other and obtain

Ĥcum = WcsARHν +∆cum ∈ C
Nt,RNR×LGT (17)

where Ĥcum =
[

ĤT
R,1 · · · ĤT

R,Nt,R

]T

,

∆cum =
[
∆

T
1 · · · ∆

T
Nt,R

]T
, and Wcs =

[
W ∗

1 · · · W ∗

Nt,R

]T ∈ C
Nt,RNR×MR . If Nt,RNR ≪ GR,

recoveringHν from (17) is still a MMV sparse recovery
problem. However, the sparse profile on each column of

Hν is not the same. We apply the single measurement
vector solution. Furthermore, to reduce the computational
complexity, we split equation (17) intoL sub-equations and
each sub-equation is calculated as

Ĥcum,ℓ = WcsARHν,ℓ +∆cum,ℓ ∈ C
Nt,RNR×GT , (18)

where Ĥcum,ℓ and ∆cum,ℓ denote theℓ-th sub-matrix of
Ĥcum and ∆cum, respectively. To solveHν,ℓ, in general
we can vectorize both sides of (18) with respect toHν,ℓ

and the following relation yields

ĥcum,ℓ = P4hν,ℓ + δcum,ℓ ∈ C
Nt,RNRGT , (19)

where P4 = IGT
⊗ (WcsAR) ∈ C

Nt,RNRGT×GRGT ,
ĥcum,ℓ = vec{Ĥcum,ℓ}, ĥν,ℓ = vec{Ĥν,ℓ}, and δcum,ℓ =
vec{∆cum,ℓ}. Then hν,ℓ can be estimated by using an
arbitrary sparse approximation algorithm, e.g., the OMP
algorithm [5].

The remaining question is how to createP3 and P4,
which fulfill the RIP. Again, a general design rule does not
exist. We resort to heuristic solutions. More specifically,to
createP3 we use the same design as in Section III, i.e.,
Nf = NT and equation (10) is applied. ForP4 the entries of
Wcs are drawn randomly from a Gaussian distribution and
then normalized such that‖Wj‖F = 1 for all j. Further
details regarding the CS approach will be provided in the
full paper.

V. SIMULATION RESULTS

The proposed algorithms are evaluated using Monte-
Carlo simulations. The maximum allowable powerP is fixed
to unity. The SNR is defined asSNR = 1/(NFFTσ

2
n). For

computational simplicity, we setNFFT = 64. Moreover, we
set Nf = NT, Nt,T = LMT/NT and Nt,R = MR/NR.
The LS method, the CS method using (14), and the two-
stage recovery method are denoted as ”LS”, ”Direct CS”,
and ”Two-Stage CS”, respectively. The simulation results are
obtained by fixing the channel realization but averaging over
10 noise realizations.

SNR [dB]
-20 -10 0 10 20 30

N
M

S
E

10-6

10-4

10-2

100

102

LS
Two-Stage CS
Direct CS

Fig. 1. Achievable NMSE vs. SNR forMT = 64, MR = 16,
NT = 16, NR = 8, andL = 4.



Our initial results in Fig. 1 show that the CS methods
perform better than the proposed LS approach.

More simulation results and further insights will be
provided in the full paper, e.g., the performance of a MMSE
estimator using the proposed training design, the impact of
imperfect channel knowledge on the achievable sum rate,
and the impact of imperfect AoA and AoD positions on the
performance of channel estimation.
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