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Abstract—For 5G it will be important to leverage the avail-
able millimeter wave spectrum. Communication at high carrier
frequencies requires antenna arrays at both the base and mo-
bile station. A 1-bit analog to digital converter can effectively
reduce the complexity and power consumption of the analog
receiver frontend. This is especially interesting in the context of
large antenna arrays with a sizable signal bandwidth. The RF
receiver frontend power consumption of analog beamforming,
full resolution ADC digital beamforming, and 1-bit quantized
digital beamforming are compared. This power model consists
of components designed for the 60 GHz band. With this power
model systems with equal power consumption, and therefore
different numbers of antennas, are compared in terms of channel
capacity. In the low SNR regime the performance of the system
with 1-bit quantization outperforms the ones with full resolution
ADC digital beamforming and analog beamforming.

I. INTRODUCTION

For the next generation mobile broadband standard higher
carrier frequencies are being considered [1]. These frequencies
are in the range of 6 to 100 GHz. In general this frequency
range is referred to as millimeter wave (mmW), even though
it contains the lower centimeter wave range. The major ad-
vantage is the large available bandwidth. To fully leverage the
spectrum while being power-efficient, the base band (BB) and
radio frontend (RFE) capabilities must be drastically changed.

The use of high carrier frequencies above 6 GHz will go
hand in hand with the implementation of massive antenna
arrays [1], [2]. The support of a large number of antennas
and RFE at the mobile and base station requires radical, new
frontend designs. To attain a similar link budget, the effective
antenna aperture of a mmWave system must be comparable to
current systems operating at carrier frequencies below 6 GHz.
Therefore, an antenna array at the base and mobile station
might be necessary. Since the antenna gain and therefore the
directivity increases with the aperture, an antenna array is
the only solution to achieve a high effective aperture while
maintaining an omnidirectional coverage.

Current LTE systems have limited amount of antennas at
the base and mobile stations. Since the bandwidth is narrow,
the power consumption of having a receiver RF chain with
high resolution A/D converter at each antenna is still feasible.
For future mmWave mobile broadband systems a much larger
bandwidth [3] and a large number of antennas are being
considered [1]. The survey [4] shows that A/D converters with

a large sampling frequency, and medium number of effective
bits consume a considerable amount of power. The ADC can
be considered as the bottleneck of the receiver [5].

The antenna array combined with the large bandwidth is a
huge challenge for the hardware implementation, the power
consumption will limit the design space. At the moment
analog or hybrid beamforming are considered as a possible
solution to reduce the power consumption. Analog or hybrid
beamforming systems highly depend on the calibration of
the analog components. Another major disadvantage is the
dependency on the alignment of the Tx and Rx beams of the
base and mobile stations. If a high antenna gain is needed
the beamwidth is very small. This makes the acquisition
and constant alignment of the optimal beams in a changing
environment very challenging [6], [7] and [8].

For a mmWave system at the receiver of the mobile or
base station, digital beamforming has a prohibiting high power
consumption. Therefore a solution that offers the full flexibility
of MIMO with constrained power consumption is to use a
simple radio frontend, with low resolution A/D coversion, at
each antenna [9], [10] and [11]. In the extreme case that would
mean utilizing a 1-bit ADC for the inphase and quadrature
component of the signal. This receiver architecture has the
advantage that an AGC is not needed, thus the VGA can be
replaced by a much simpler limiting amplifier. Because the
1-bit quantization represents a major non-linearity at the end
of the receiver chain, the requirements on the linearity and
dynamic range of the whole receiver chain is reduced. This
has the potential to save additional power, without any further
compromises in terms of performance and flexibility.

The contribution of this paper is to show the relative perfor-
mance of the different receiver architectures taking the power
consumption into account. The power consumption is based
on designs reported for the 60 GHz band. Only low cost, low
power CMOS implementations are considered. The relative
performance between the different receiver architectures is
expected remain the same for a wider frequency range. The
implementation complexity of the digital signal processing is
also expected to be similar, and is therefore not taken into
account.

Our paper is organized as follows: First the signal model
is described. Then the power model of the different receiver
architectures are presented. Afterwards the channel capacity
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Fig. 1. Signal Model.

of the different systems are derived. In the end the channel
capacity of the systems with equal power consumption are
compared.

Throughout the paper we use boldface lower and upper case
letters to represent column vectors and matrices. The term am,l
is the element on row m and column l of matrix A and am is
the mth element of vector a. The expressions A∗, AT , AH ,
and A−1 represent the complex conjugate, the transpose, the
Hermitian, and the inverse of the operand.

II. SIGNAL MODEL

The signal model is shown in Figure 1. The symbols x,
H , n, and y represent the transmit signal, channel, noise,
and receive signal of a system. Mt transmit and Mr receive
antennas are used. The operation F (·) is different for the
analog/hybrid beamforming and low/high resolution digital
beamforming. In the case of analog/hybrid beamforming it
is equal to multiplying with a matrix W :

ra/h = Fa/h(y) = Wy. (1)

The matrix W is representing the phase shifts at each antenna
element. Each entry of the matrix is a phase rotation with
magnitude one. The matrix W has MRFC rows and Mr

columns. Analog beamforming can be seen as the special case
of hybrid beamforming with MRFC = 1.

For digital beamforming with high resolution the distortion
generated by the A/D conversion is negligible, thus r∞ is equal
to y:

r∞ = F∞(y) = y. (2)

In the case of 1-bit quantization F (·) is equal to the quanti-
zation operation Q1(·):

r1 = F1(y) = Q1(y). (3)

The 1-bit quantization operation Q1(·) is defined as follows:

Q1(y) := sign(<(y)) + j · sign(=(y)). (4)

The sign(·) function is operating separately on each element
of a vector or matrix. It is defined as:

sign(a) :=
{

1, a > 0
−1, a ≤ 0

. (5)

III. POWER CONSUMPTION MODEL

In a future 5G millimeter Wave mobile broadband system
it will be necessary to utilize large antenna arrays. Since the
power consumptions scales linear with number of antennas, it
could get enormous. It is therefore important to compare the
power consumption of different receiver architectures. In this
section we compare the power consumption of analog/hybrid
beamforming to digital beamforming, and the proposed digital
beamforming architecture with 1-bit quantization.

Since the spectrum in the 60 GHz band can be accessed
without a license, it got significant attention. Especially the
WiGig (802.11ad) standard operating in this band increased
the transceiver RF hardware R&D activities. Many chips were
reported from industry and academia. Thus it is safe to assume
that the design reached a certain maturity, and performance
figures derived from them represent the performance that is
possible for a low cost CMOS implementation today.

According to the discussion in [12] baseband or IF phase
shifting in contrast to RF phase shifting is assumed. This has
the advantage of increased accuracy, decreased insertion loss,
and reduced gain mismatch. In [12] the authors showed that
the power consumption for a low number of antennas per RF-
chain is equivalent to a system utilizing RF phase shifters.

All three systems utilize the same direct conversion receiver
(Figure 2). For each system we assume that the Local Os-
cilator (LO) shared by the whole system. After the signals
are converted into inphase and quadrature component of the
analog baseband signal (BBI and BBQ), the additional circuit
is different. The analog baseband circuit of the full resolution
digital beamforming system only consists of a variable gain
amplifier (VGA), and a full resolution ADC for the I and Q
path at each antenna (Figure 3). In contrast the 1-bit quantized
digital beamforming does not need a VGA, because we do
not need to adjust the gain to utilize the full dynamic range
of the ADC. The circuit consists of a limiting amplifier (LA)
and the 1-bit ADC (Figure 5) for I and Q. Figure 4 shows
the analog baseband block diagram of a radio frontend chain.
Here the signals of N antennas are phase shifted and then
combined by an analog combiner. N is defined as the number
of receive antennas Mr divided by the number for RF chains
MRFC . Afterwards the I and Q path of the combined signal are
amplified with a VGA and converted into the digital domain
by a high resolution ADC. Depending on the total number
of receive antennas Mr and RF-chains MRFC this system
is denoted as analog or hybrid beamforming. The number of
antennas is always lager or equal to the number of RF-chains
Mr ≥MRFC . For MRFC = 1 the system is using pure analog
beamforming, otherwise a hybrid beamforming architecture is
used.

The power consumption of each component, including a ref-
erence, are shown in Table I. A LO with a power consumption
as low as 22.5mW is reported in [13]. The power consumption
of a LNA, a mixer including a quadrature-hybrid coupler, and a
VGA are reported in [14] as 5.4, 0.5, and 2mW. The 90◦ hybrid
and the clock buffer reported in [15] have a combined power
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Fig. 3. Baseband digital beamforming system.

consumption of 3 mW. The power consumption of the mixer
reported in [16] is as low as 0.3mW. The survey in [4] always
gives a good overview of state of the art ADCs. It shows the
parameters effective number of bits (ENOB), sampling rate,
and power consumption. From the survey and examples like
[17] and [18] we can extrapolate that for an ADC with about 8
ENOB and 2.5GS/s the power consumption is at best around
10mW. A limiting amplifier (LA) that consumes 0.8mW is
reported in [19]. In the 1-bit quantized system the LA (aka.
Schmitt trigger) is already producing a digital signal, therefore
the 1-bit ADC can be replaced by a flip flop (FF). The power
consumption of a FF is negligible compared to the rest of the
circuit.

From the power consumption of the components it is possi-
ble to compute the power consumption of the 4 receiver types
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Fig. 4. Baseband analog/hybrid beamforming system.
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Fig. 5. Baseband 1-bit digital beamforming system.

TABLE I
COMPONENTS WITH POWER CONSUMPTION.

label component power
consumption

reference

PLO LO 22.5mW [13]

PLNA LNA 5.4mW [14]

PM Mixer 0.3mW [16]

PH 90◦ hybrid
and LO buffer

3mW [15]

PLA LA 0.8mW [19]

P1 1-bit ADC 0mW

PPS phase shifter
(PS)

2mW [20] [12]

PV GA VGA 2mW [14]

PADC ADC 10mW [4], [17] and
[18]

digital beamforming (PDBF ), analog beamforming (PABF ),
hybrid beamforming (PHBFO), and 1-bit quantized digital
beamforming (P1−bitBF ). The formulas for calculating the
power consumption are:

PDBF = PLO+

M (PLNA + PH + 2PM + 2PV GA + 2PADC) ,
(6)

PHBF = PLO +M (PLNA + PH + 2PM + PPS)+

MRFC (2PV GA + 2PADC) ,
(7)

P1−bitBF = PLO+

M (PLNA + PH + 2PM + 2PLA + 2P1) .
(8)

Analog beamforming can be seen as the special case of hybrid
beamforming with only one RF-chain (MRFC = 1).

A receiver directly designed for the 1-bit quantization digital
beamforming systems is very likely to improve the power
consumptions even further. Due to the 1-bit quantization at the
end of the receiver, the linearity required of the circuits before
is greatly reduced. This would enable specialized designs to
improve the performance in terms of power consumption.

In this analysis we showed that, with state of the art compo-
nents, the per antenna power consumption for the architecture
with high resolution ADC is around 3 times higher than for
the system utilizing 1-bit ADCs. For the rest of the evaluation
we use this power model to compare the different systems
with equal power consumption.

IV. ACHIEVABLE RATE WITH DIFFERENT RECEIVER
ARCHITECTURES

In this section the channel capacity expressions that are used
to compare the systems are shown. All expressions assume
perfect channel knowledge at the transmitter and receiver (full
CSIT and CSIR). In the case of 1-bit quantized MIMO the
expression is a lower bound of the channel capacity. For the
rest of the paper the the average SNR γ at the receive antenna



is used. The average receive SNR γ is defined as the average
receive power divided by the noise power.

γ =
Pt
σ2
n

. (9)

With Pt being the transmit power. This formula hold true
under the assumption that the average signal gain of the
channel is equal to one. We also assume that the noise is
complex circular symmetric Gaussian distributed with zero
mean, variance σ2

n, and independent at each antenna.

A. High resolution A/D MIMO

In the case without quantization the maximum rate is
achieved by the waterfilling solution shown in [21]. The
channel capacity is defined as:

RHDBF (H) =

rank(H)∑
i=1

log2

(
1 + Pi

D2
i

σ2
n

)
. (10)

Di is the ith non zero singular value of the matrix H . The
power allocation Pi of the ith channel is derived from:

Pi = max

((
µ− σ2

n

D2
i

)
, 0

)
and

Mt∑
i=1

Pi = Pt. (11)

The abbreviation HDBF stands for high resolution ADC digital
beamforming.

B. Analog beamforming

For analog beamforming the input receive signal after the
analog combining of the signals from all antennas can be
described as:

y = wH
r (Hwtx+ n) . (12)

Here the symbols wt and wr represent the precoding and
reception vector. In this paper the transmitter has no constraints
and therefore wt can take any value. The use of analog
beamforming is envisioned in many future mobile broadband
systems, especially in the mmW frequency range ([22] and
[23]). An analog beamforming receiver scans different spacial
direction (beams) and then selects the configuration maxi-
mizing it’s SNR. There are many different possibilities for
selecting the optimal beam, e.g. 802.11ad is using a procedure
based on exhaustive search [24].

For the evaluation we assume that the receiver utilizes
an Uniform Linear Antenna Array (ULA) (Figure 6). If the
distance between adjacent antenna elements is equal to half
of the wavelength d = λ/2, the signal at adjacent antennas
are phase shifted by φ.

φ = π sin(θ). (13)

This formula assumes that a planar wavefront is impinging
at the antenna array, and that the modulated signal is narrow-
band compared to the carrier frequency. With the constraint
of observing only a single spatial direction, the receive vector
wr for an ULA antenna array has to take the form:

wH
r =

[
1, ejφ, ej2φ, · · · , ej(Mr−1)φ

]
. (14)

θ 
d

y1 y2 yMr

equiphase front

antenna

Fig. 6. Planar wavefront arriving at ULA antenna array.

The achievable rate of this system dependent on wr and wt

is given by:

RABF (H) = log2

(
1 +

∣∣wH
r Hwt

∣∣2
Mrσ2

n

)
. (15)

Since wr has only entries with magnitude one and the noise
is independent AWGN at each antenna, the total noise power
E
[∣∣wH

r n
∣∣2] is equal to Mrσ

2
n. Maximizing RABF (H) is

equivalent to maximizing
∣∣wH

r Hwt

∣∣2. Given the optimal
receive beamforming vector ŵr the optimization problem:

max
wt

∣∣∣ŵH
r Hwt

∣∣∣2 . (16)

is solved by Maximum Ratio Transmission (MRT). The MRT
vector ŵt dependent on reception vector wr in the following
way:

ŵt(wr) =
HHwr∣∣∣∣∣∣HHwr

∣∣∣∣∣∣
2

. (17)

If we plug in 17 into 16 and consider that wr only depends
on φ we get:

max
φ

∣∣∣wH
r (φ)HHHwr(φ)

∣∣∣2∣∣∣∣∣∣HHwr(φ)
∣∣∣∣∣∣2
2

= max
φ

∣∣∣∣wH
r (φ)H

∣∣∣∣2
2
. (18)

The spatial shift φ can only take values in the interval from
−π to π, therefore it is feasible to test the whole range of
φ on a regular grid. The distance between two points in this
grid must depend on the size of the receiver array. After the
optimal point in the grid is found, a gradient based approach
will lead to the optimal phase shift φ̂. The maximum rate is
given by:

RABF (H) = log2

1 +

∣∣∣∣∣∣wH
r (φ̂)H

∣∣∣∣∣∣2
2

Mrσ2
n

 . (19)

C. 1-bit quantized MIMO

The channel capacity and different bound of the achievable
rate of a MIMO system with 1-bit quantization at the receiver
are shown in [8]. The lower bound derived in [25] is shown to
be tight in the low SNR regime. Since we are mainly interested



TABLE II
POWER CONSUMPTION OF THE CHOSEN CONFIGURATION.

system antennas power consumption

HDBF 3 121.5mW

ABF 7 123.5mW

LDBF 10 128.5mW

in the low SNR, it is sufficient to use this lower bound of the
achievable rate:

RLDBF (H) =

log2

∣∣∣∣IMt
+ γ

Mt
HHdiag

(
1−ρ

1+ρ γ
Mt
||hi||22

)
H

∣∣∣∣ . (20)

The vector hi is the ith row of the channel matrix H .
ρ represents the distortion factor that is dependent on the
resolution, for 1-bit quantization ρ = 0.3634. The values for
ρ are the minimum distortion introduced by a linear quantizer
if the signal is Gaussian. A table for different resolutions can
be found in [26]. LDBF stands for low resolution ADC digital
beamforming.

D. Channel models

For the evaluation we use two simplified channel models.
The first one is the classical i.i.d. Gaussian channel model.
Here the each entry hi,j of the matrix H is circular symmetric
Gaussian distributed with zero mean and unit variance and all
entries are generated independent of each other.

The second one is modeling different rays impinging on the
receiver antenna array. To simplify the evaluation we assume
that they arrive at the same time. Under the assumption of an
ULA at the transmitter and receiver a channel consisting of L
different rays can be modeled as:

H =
1√
L

L∑
l=1

α(l)ar(φr(l))a
T
t (φt(l)). (21)

The vectors ar(φr(l)) and at(φt(l)) are the arrays steering
vectors at the receiver ans transmitter. The phase shift between
the signal of adjacent antenna elements φr(l) and φt(l) of path
l depend on the angle of arrival θr(l) and departure θt(l) as
shown in Figure 6 and Equation 13.

aTr (φr(l)) =
[
1, ejφr(l), ej2φr(l), · · · , ej(Mr−1)φr(l)

]
. (22)

The complex gains α(l) are circular symmetric Gaussian
distributed with zero mean and unit variance. The angle of
arrival θr(l) and departure θt(l) are uniform distributed in the
range of −π to π.

The main motivation of this channel model is to mimic
the behavior of an actual mmWave channel. Compared to
frequencies used for mobile broadband today, the channel in
mmWave experiences a reduced spatial spread [7].

V. SIMULATION RESULTS

In this simulation based evaluation the 3 different systems
are compared. These systems are:
• Analog beamforming (ABF)
• Digital beamforming with high resolution ADC (HDBF)
• Digital beamforming with 1-bit resolution ADC (1DBF)

Representatives of each systems type with equal power con-
sumption of the receiver frontend, according to Section III,
are generated. These representatives are compared in terms of
the achievable rate and bounds on the achievable rate shown
in Section IV. As shown in Table II at approximately the
same power consumption we can utilize 3 receive antennas for
HDBF, 7 antennas for ABF, and 10 antennas for LDBF. 1000
different channel realizations are generated. The achievable
rates RHDBF (H), RLDBF (H), and RABF (H) are calcu-
lated and averaged over the realizations.

Figure 7 shows that the low resolution ADC digital beam-
forming outperforms the other two systems in the low SNR
regime. Here the channel matrix H has Gaussian i.i.d. entries.
It is important to stress that the rate for LDBF is in fact a lower
bound to achievable rate. Especially in the medium to high
SNR the bound was shown to be loose [8]. Gaussian i.i.d.
channel coefficients represent a rich scattering environment,
which might not be a valid assumption for a mmWave system.
In Figure 8 the same antenna configurations are simulated
with the simplified ray based channel model. We can see that
even with a channel consisting of only 3 rays the result is the
system shows a similar performance, but the advantage of the
1-bit quantized system is less dominant. In the case there are
two transmitter antennas available the performance of the ABF
system is better than the one of LDBF. Overall the simulation
results verify the assumption that dependent on the channel
the LDBF system could outperform the other systems in the
low SNR regime at the same power consumption.

VI. CONCLUSION

The evaluation of the power consumption of the receiver
RF frontend showed, that compared to analog beamforming
or digital beamforming with high resolution ADC, the 1-
bit quantized digital beamforming consumes less power for
each utilized antenna. This evaluation is based on low cost
low power components developed for 802.11ad (aka. Wigig)
devices. For some system configuration and channels the 1-
bit quantized system outperforms the other systems in the
low SNR regime. Compared to a analog/hybrid beamforming
system the main advantage of the low resolution ADC system
lies in the fact that a beam alignment and tracking is not
necessary. Additional optimization of the receiver hardware
is possible for the 1-bit quantized system and could improve
the power consumption even further.
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