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Abstract—Average mean square error (MSE) balancing in a
multiple-input multiple-output (MIMO) scenario was studied for
multiple streams per-user and even for various power limitations
that bound the achievable performance, but usually with equal
MSE targets. We now focus on the case where the user MSE tar-
gets are different. In this situation, only a subset of the receivers
may be served at the solution. At low transmit power, users
with low target values are strictly prioritized and transmission
to users with large MSE targets can even be switched off. That
way, MSE balancing distinguishes from signal-to-interference-
plus-noise (SINR) and rate balancing optimizations, where trans-
mission to all users is always active. The transmission to users
dependent on the balancing level leads to several practical and
theoretical questions that we address here.

I. INTRODUCTION

Downlink balancing optimizations have been studied under

perfect and imperfect channel state information (CSI) and

different power restrictions [1]–[5]. The assumption of imper-

fect CSI at the transmitter is reasonable in practical systems

with fading channels, where non-cooperative users detect their

channels and send this information back to the transmitter, e.g.,

as in frequency-division duplex (FDD) systems.

Several metrics can be employed for balancing optimiza-

tions, viz., the users’ MSEs, SINRs, or data rates. The rate

is the most important of these metrics for quality of service

(QoS) requirements in data links, but is difficult to handle if

only imperfect CSI is available at the transmitter. Therefore,

we exploit the fact that the MSE provides a lower bound for

the rate, which was pointed out in several works for perfect

and imperfect CSI (see e.g., [6], [7]), to ensure reliable data

transmission.

Using the MSE metric, the balancing problem becomes

(quasi-)convex if viewed isolated with respect to the transmit

or receive filters. More specifically, users compute their equal-

izers while the precoders are calculated at the transmitter using

the available CSI. Thus, an alternate optimization (AO) is

typically employed for both perfect and imperfect CSI, where

the well known broadcast channel (BC) to multiple access

channel (MAC) dualities are exploited for the precoder update

steps [8]–[11]. The former dualities, e.g. [11], are appropriate

for sum-power limitations but do not apply for the generalized

power constraints studied in this work. Hence, an extension for

such dualities was proposed to contemplate real setups [12].

In this work we focus on the case of unequal MSE targets

which allows a flexible prioritization of users compared to

the scenario where the targets (and the number of streams)

for all the users are the same. In the latter scenario with equal

targets, the MSEs for all the users are equal at the optimum. A

similar behavior is observed when the figures of merit are the

SINR or the data rate, where the trivial solution corresponds

to the zero value for the balancing level. However, as soon as

the transmit power is larger than zero, transmission to all the

users is active. Remarkably, this behaviour is true for SINR

and rate balancing even with unequal targets (see e.g. [1], [13],

[14]), and in sharp constrast to weighted MSE balancing with

different MSE targets for the users.

If the MSE is the metric for the balancing problem and

users have unequal targets, only a subset of users may actively

be served at the optimum. Consider a subset of users with

very low targets and large targets for the remaining users.

Furthermore, let the transmit power be strictly limited. Then,

the MSEs are balanced only for the subset of users with low

targets. If the other users’ MSEs would be balanced as well,

their achieved values would lie above the trivial upper bound.

In other words, transmission is activated only for the users

with high performance demands.

We study this interesting effect of (soft) switching on (and

off) the transmission to users dependent on the achievable

MSEs in the remainder of this work. Note that this behavior

may even be exploited for scheduling in higher layers. The

prioritization of users allows to distinguish between primary

users, i.e., those with low MSE targets, and secondary users

with weak targets. Only if the primary served users achieve a

certain threshold, which is defined by the ratios between the

target MSEs, the transmission to secondary users is activated.

In particular, we address the following questions that arise

because of the transmission deactivation to users with large

target values for downlink min-max MSE optimization:

• How similar do we have to choose the MSE targets

such that all users are served for limited transmit power?

Conversely, what is the minimum required transmit power

for an active transmission to all users?

• What is the impact of switching off users in the MSE

domain and how does the MSE balancing curve look in

the rate domain? In other words, how to choose the MSE

targets when we actually aim at rate balancing?



• What is the influence of the multiple power constraints

compared to a single sum power constraint within the

MSE and rate region?

We answer these questions by simulations and theoretical

considerations. For the simulations, we adopt the AO method

in [4], [5] to account for unequal MSE target values. Since

this solution approach consists of an iterative process, it is

necessary to enable each step of the AO to activate and

deactivate transmissions to users while minimizing the MSEs.

To address the second of above items, we consider the vector

broadcast case with two single antenna receivers in Section IV.

We depict the achieved MSE pairs of these users within the

feasible region, either employing MSE balancing based on

equal and unequal target MSEs, or rate balancing with unequal

targets. This figure, together with an intuitive relation between

the MMSE and the data rate, helps to understand the different

effects for unequal rate and MSE targets.

II. SYSTEM MODEL

We consider a MIMO BC where an N -antenna base station

(BS) sends Mk streams to user k ∈ {1, . . . ,K}, which is

equipped with Rk antennas. The signal is sent over the channel

Hk ∈ CN×Rk and is perturbed by the AWGN ηk ∈ CRk . The

estimated data signal at the k-th receiver reads as

ŝk = FH
k HH

k

K
∑

i=1

Bisi + FH
k ηk, (1)

where Fk ∈ CRk×Mk , Bk ∈ CN×Mk and sk ∈ CMk , are

the equalizer, precoder and data vector for the k-th user,

respectively. The MSE between the transmitted and estimated

data vectors, i.e., MSEk = E[‖sk − ŝk‖22], reads as

MSEk =Mk − 2ℜ
{

tr
(

FH
k HH

k Bk

)}

+

K
∑

i=1

∥

∥FH
k HH

k Bi

∥

∥

2

F
+ tr

(

FH
k Cηk

Fk

)

(2)

for a given Hk and Cηk
being the noise covaraince matrix.

Our assumption is that the users acquire full information

about the channel and, on the contrary, the BS only knows

statistical information about the channel, e.g., Ĥk = Hk+Ek,

where Ek is the estimation error. Consequently, (2) is not ap-

propriate and we consider the average MSE instead, E[MSEk].
This expectation is taken over the channel realizations in

contrast to that in the MSE definition (2), and will be denoted

by MSE
DL

k . Let us now define vk as a factor scaling the average

receive power for the k-th user, Fk = vkF̃k. Hence, (2) is

rewritten as follows

MSE
DL

k = Mk − 2ℜ
{

v∗k tr
(

E
[

F̃H
k HH

k

]

Bk

)}

(3)

+ |vk|2
(

E

[

K
∑

i=1

∥

∥F̃H
k HH

k Bi

∥

∥

2

F
+ tr

(

F̃H
k Cηk

F̃k

)

])

.

Since the CSI is perfect at the users, the receive filters are

calculated minimizing the MSE, i.e.,

FMMSE
k = W−1

k HH
k Bk, (4)

with Wk = HH
k

∑K
i=1 BiB

H
i Hk +Cηk

At the transmitter, L power restrictions are imposed. Using

the following expression, various limitations could be consid-

ered, e.g., sum power, per-beam or per-antenna (see [5])

K
∑

k=1

tr
(

BH
k Ak,lBk

)

=

K
∑

k=1

∥

∥A
1/2
k,l Bk

∥

∥

2

F
≤ Pl, (5)

with l = 1, . . . , L, where L is the number of restrictions,

Ak,l ∈ CN×N � 0 and rank(
∑L

l=1 Ak,l) = N .

III. PROBLEM FORMULATION

The main goal is to minimize the maximum ratio over the

users between MSE
DL

k and the target, εk, while fulfilling the

L power restrictions, that is

min
{Fk,Bk}K

k=1

max
j

MSE
DL

j

εj
s.t.

K
∑

k=1

∥

∥BH
k A

1/2
k,l

∥

∥

2

F
≤ Pl, ∀l. (6)

Substituting (4) into (3), we obtain

MSE
DL

k = Mk − E
[

tr
(

BH
k HkW

−1
k HH

k Bk

)]

. (7)

The average MSE is bounded by 0 < MSE
DL

k ≤ Mk,

where the upper bound occurs when Bk = 0N×Mk
. Due to

this bound, some of the MSE to target ratios MSE
DL

k /εk ≤
Mk/εk may fulfill the restriction with equality at the op-

timum. Notice that the optimum of (6) satisfies MSE
DL

j =
min{Mj, ε

optεj}, ∀j, with the balancing level εopt. In par-

ticular, only the users with sufficiently small targets εk are

balanced while transmissions to users with too large εk are

switched off. Assume ε1
M1

≤ ε2
M2

≤ . . . ≤ εK
MK

and let εopt be

the optimum for (6). Moreover, let ℓ ≤ K be the lowest index

with εoptεℓ ≥ Mℓ. Then, only the MSEs of users 1, . . . , ℓ− 1
are balanced. This is in contrast to the related SINR and rate

balancing, where all the users are active and balanced in the

optimum, e.g., R1

̺1

= . . . = RK

̺K
> 0 (e.g., see [15, Section III.]

and [16, Theorem 1]). The same reasoning also applies for

MSE balancing with equal targets.

Despite this knowledge, the balancing optimization itself is

difficult to handle. Even though a closed form representation

may be found for the expectation in (7) (e.g., see [17] for

zero-mean Gaussian channels) it is still non-convex in the

precoders. To overcome this difficulty, we use an AO process

to find a local solution for (6). For this process, we split

up the precoders into Bk =
√
pkB̃k, with pk being the

transmit power for user k and ‖B̃k‖2F = 1, and define the

expected values H̄k = E[HkF̃k], Rk = E[HkF̃kF̃
H
k HH

k ]
and σ2

k = tr(E[F̃H
k Cηk

F̃k]). Accordingly, (3) reads as

MSE
DL

k = Mk − 2ℜ
{√

pkv
∗
k tr

(

H̄H
k B̃k

)}

+ |vk|2
K
∑

i=1

pi tr
(

B̃H
i RkB̃i

)

+ |vk|2 σ2
k. (8)

The AO exploits that (8) is biconvex [18] in the precoders and

the equalizer functions within the expectations. The following

steps are repeated until convergence (cf. [9]):



1) The equalizer functions FMMSE
k and powers pk are first

found based on (4) for fixed B̃k, k = 1, . . . ,K .

2) The expected values H̄k, Rk , and σ2
k are computed.

3) Then, the downlink precoders Bk are optimized as

equalizers in the dual uplink, based on (8).

A. Power Allocation

The power allocation in step 1 is responsible for switching

users on if ε becomes sufficiently small. The corresponding

optimization can equivalently be formulated as

min
ε,p≥0K

ε s.t. p ≥ I (ε,p) , Ãp ≤ 1, (9)

where p = [p1, . . . , pK ]T is the power allocation, 1 the all-

ones vector, and I(ε,p) = Γ (ε)Z(p), with

γk(ε) = max{0,Mk − εεk},
Γ = diag (γ1(ε), . . . , γK(ε))

the function Z(p) = [Z1(p), . . . , ZK(p)]T is given by

Zk(p) =
(

E
[

tr
(

B̃H
k HkW

−1
k (p)HH

k B̃k

)])−1

where Wk(p) = HH
k

∑K
i=1 B̃iB̃

H
i piHk +Cηk

, and

[Ã]ℓ,k = P−1
ℓ ‖B̃H

k A
1/2
k,l ‖2F.

We remark that Z(p) satisfies the properties of standard

interference functions. Therefore, the solution (ε⋆,p⋆) of (9)

is uniquely characterized by the two properties

p⋆ = I (ε⋆,p⋆)

ε⋆ = min
{

ε ∈ R+ : ÃI(ε,p⋆) ≤ 1
}

.
(10)

This fixed-point is found, for example, via various adaptations

of Yates procedure in [19], Schubert and Boches approach

in [1], or using a Newton like method.

Next, we show existence of a sequence (ε(n),p(n)) to

(ε⋆,p⋆). Notice that for fixed ε, I(ε,p) satisfies the properties

of standard interference functions. Therefore, if ε(n) converges

to ε⋆, the sequence (ε(n),p(n)) converges to the unique

optimum (ε⋆,p⋆).
Consider a feasible tuple (ε(n),p(n)), i.e., p(n) ≥

I(ε(n),p(n)) and Ãp(n) ≤ 1, with at least one equality. The

minimum feasible balance for the given power allocation is

ε(n+1) = min{ε ∈ R+ : I(ε,p(n)) ≤ p(n)} (11)

such that ε(n+1) ≤ ε(n). Thus, we obtain a new vector

p̃ = I(ε(n+1),p(n)). However, this update might lead to

maxl(Ãp̃) < 1. Hence, the power allocation update is

p(n+1) = w(n+1)p̃ (12)

where w(n+1) = (maxl [Ãp̃]l)
−1.

In conclusion, the sequence ε(n) is monotonically decreas-

ing and lower bounded.

Given the solution p ≥ 0K of (9), with pk > 0 for k =
1, . . . , ℓ − 1 and pk = 0 for k = ℓ, . . . ,K , we compute the

MMSE receive filters and the required expectations for (8).

To keep the flexibility for switching precoders Bk on (or off)

within step 3 of the AO iteration, we also compute the receive

filters FMMSE
k , H̄k, Rk , and σ2

k , for users k ≥ ℓ, but under

the assumption that pk = 1. The objective of the precoder

optimization in step 3 of the AO is to minimize the maximum

ratios of the MSEs and targets, which inherently contains the

decision whether either of the MSEs for users k = ℓ, . . . ,K
are balanced as well. In particular, the following optimization

problem is solved with given expectations based on the MMSE

filters, FMMSE
k = vkF̃

MMSE
k :

min
{vk,Bk}K

k=1

max
j

MSE
DL

j

εj
s.t.

K
∑

k=1

∥

∥BH
k A

1/2
k,l

∥

∥

2

F
≤ Pl, ∀l. (13)

The solution may be found via a sequence of convex power

minimization problems, each of which defines a second order

cone program, or alternatively, using uplink-downlink duality.

B. Precoder Update via Convex Optimization

In order to solve (13), we first find the scalar receive filter

vMMSE
k =

tr
(

H̄H
k Bk

)

∑K
i=1 B

H
i RkBi + σ2

k

, (14)

from which we obtain the following MSE

MSE
DL

k = Mk −
∣

∣tr
(

H̄H
k Bk

)
∣

∣

2

∑K
i=1 tr

(

BH
i RkBi

)

+ σ2
k

. (15)

Introducing the slack variable ε, we reformulate the problem as

min
{ε,Bk}K

k=1

ε s.t.

K
∑

k=1

∥

∥

∥
BH

k A
1/2
k,l

∥

∥

∥

2

F
≤ Pl, ∀l

Mk −
∣

∣tr
(

H̄H
k Bk

)∣

∣

2

∑K
i=1 tr

(

BH
i RkBi

)

+ σ2
k

≤ εkε, ∀k. (16)

For fixed ε and restricting to positive and real tr(H̄H
k Bk), the

constraints in (16) can be reformulated as second order cone

restrictions. The latter restriction is without loss of optimality

since the constraints of (16) are independent with respect to

substituting B′
k = ejφk Bk, k = 1, . . . ,K . Therewith, prob-

lem (13) is quasiconvex on {Bk}Kk=1 [20]. The formulation

with second order cone like constraints reads as

εopt = min
{ε,Bk}K

k=1

ε s.t.

√

√

√

√

K
∑

k=1

∥

∥

∥
BH

k A
1/2
k,l

∥

∥

∥

2

F
≤
√

Pl, ∀l
√

√

√

√

K
∑

i=1

tr
(

BH
i RkBi

)

+ σ2
k ≤ tr

(

H̄H
k Bk

)

√
Mk − εkε

, ∀k. (17)

This problem formulation can be solved via a bisection search

on ε ∈ [0,maxj
Mj

εj
]. In each iteration, the following power

minimization is solved to test whether a given ε is achievable:

αopt,2 = min
{α,Bk}K

k=1

α2 s.t.

√

√

√

√

K
∑

k=1

∥

∥

∥
BH

k A
1/2
k,l

∥

∥

∥

2

F
≤ α

√

Pl, ∀l
√

√

√

√

K
∑

i=1

tr
(

BH
i RkBi

)

+ σ2
k ≤ tr

(

H̄H
k Bk

)

√
Mk − εkε

, ∀k. (18)



When αopt,2 ≤ 1, ε is a feasible solution of (16), and for

αopt,2 = 1, the optimum precoders {Bk}Kk=1 and balancing

level εopt are obtained.

C. Lagrangian Dual Problem Formulation

The basis for the dual formulation and solution to the

downlink precoder optimization in (16) is the dual problem

of the power minimization in (18), which we derive next. The

Lagrangian function of (18) as

L(α, {Bk}Kk=1,λ,µ) = α2

(

1−
L
∑

l=1

µlPl

)

+
K
∑

k=1

λkσ
2
k

+
K
∑

i=1

bHi

(

Xi −
λi

Mi − εiε
h̄ih̄

H
i

)

bi

(19)

where we introduced the auxiliary matrix Xi =
∑L

l=1 µl (IMi
⊗Ai,l)+

∑K
k=1 λk (IMi

⊗Rk), and the vectors

h̄k = vec(H̄k) and bk = vec(Bk). Moreover, Lagrangian

multipliers u and λ similar to those in [2] are employed,

preserving the optimality and strong duality. Thus, we get the

dual function d(λ,µ) = minα,{Bk}K
k=1

L(α, {Bk}Kk=1,λ,µ).

To avoid that d(λ,µ) → −∞, the Lagrangian multipliers

need to fulfill the following constraints [cf. (19)]:

L
∑

l=1

µlPl ≤ 1, Xi −
λi

Mi − εiε
h̄ih̄

H
i � 0, ∀i.

The second restriction can be rewritten into the following form

using the Schur’s complement [3], [20] condition:

Mi − εiε− λih̄
H
i X

−1
i h̄i ≥ 0.

The equivalence holds for positive definite matrices Xi and

is also valid for singular matrices, using the pseudoinverse

of Xi instead of the inverse, if the vector h̄i lies in the

range space of Xi. To prove the last statement, observe

that the first order moment H̄i is in the range space of

the second order moment Ri. Moreover, for µ ≥ 0 and

λ > 0, Di =
∑L

l=1 µlAi,l +
∑

j 6=i λjRj � 0. Defining

Ci = Di+λiRi, rank(Ci) ≥ rank(Ri) since Di and Ri are

positive semidefinite matrices. Therefore, h̄i = vec(H̄i) is in

the range space of the blockdiagonal matrix Xi = (IMi
⊗Ci).

The dual problem is defined as maxλ≥0,µ≥0 d(λ,µ), i.e.,1

max
λ≥0,µ≥0

K
∑

k=1

λkσ
2
k s.t.

L
∑

l=1

µlPl ≤ 1,

Mi − εiε− λih̄
H
i X

−1
i h̄i ≥ 0, ∀i. (20)

We alternatively write the latter restrictions on λ as

λi ≤
Mi − εiε

h̄H
i X

−1
i h̄i

, ∀i (21)

1Note also that the subsequent derivation can be generalized with the
pseudoinverse of Xi.

and remark that their right hand side defines a standard

interference function in λ. Hence, there is a unique λ that

simultaneously satisfies these constraints with equality and

maximizes the objective [19]. Moreover, this allows to mini-

mize with respect to λ when inverting the inequality in (21).

The dual problem is then given by the max-min formulation

max
µ≥0

min
λ≥0

K
∑

k=1

λkσ
2
k s.t.

L
∑

l=1

µlPl ≤ 1, (22)

Mi − λi tr
(

H̄H
i Y

−1
i H̄i

)

≤ εiε, ∀i,

where Yi =
∑L

l=1 µlAi,l +
∑K

k=1 λkRk.

D. Uplink MSE Interpretation

The dual problem (22) can be interpreted as an uplink power

minimization, where the MSE for user k reads as

MSE
UL

k = Mk − 2ℜ
{

√

λk tr
(

GH
k H̄k

)

}

+ tr
(

GH
k YkGk

)

,

(23)

and Gk is the receive filter for user k in the uplink. From

the former expression, we identify the interference of the

users as
∑K

i=1 λiRi whereas the noise covariance matrix is
∑L

l=1 µlAk,l. The filters minimizing (23) are

GMMSE
k = Y −1

k H̄k

√

λk, (24)

with λk = 1 for inactive users. Strong duality and, as a con-

sequence, zero duality gap holds for the power minimization

in the downlink and the uplink. Hence, the optimum values

of (22) and (18) are the same. Next, we can define the uplink

MSE from (22) as the balancing problem2

max
µ≥0

min
{Gk}K

k=1
,λ≥0

max
j

MSE
UL

j

εj
s.t.

K
∑

k=1

λkσ
2
k ≤ 1

L
∑

l=1

µlPl ≤ 1. (25)

In the following, we study the relationship between the opti-

mum values of (25) and (13).

Consider that εopt is the optimum value for (13). This is

equivalent to getting αopt = 1 as the optimum of (18) for

ε = εopt. Moreover, due to strong duality, 1 is also the

optimum for the power minimization in the uplink (22). Then,
∑K

k=1 λkσ
2
k = 1 holds in the optimum of (22) and the MSE

constraints are fulfilled with equality for active users. Since the

MSE is decreasing when scaling λ with 1+δ and δ > 0, both

constraints are also fulfilled with equality in the optimum of

(25). Note that the restriction over µ represents the worst case

noise covariance matrix, which is obtained for
∑L

l=1 µlPl = 1.

Let us define the optimal values of (22) for εopt, i.e., λopt and

µopt. Consider now that we obtain ε′ as the optimal value of

(25) for λ′ and µ′. Since the optimal λ is unique for given

2Note that the constraints can be rewritten as
∑K

k=1
λkσ

2

k
≤

∑L
l=1

µlPl

since the restriction is fulfilled with equality in the optimum and
minGj

MSEj is independent with respect to a common scaling of µ and λ.



µ, for µ′ = µopt we also obtain λ′ = λopt. On the contrary,

if there is a feasible µ′ 6= µ, two possible cases arise. Either

ε′ < εopt, due to suboptimal µ′, or ε′ > εopt, which would

contradict optimality of εopt and thus also of µopt. In summary,

the optimum of (25) is εopt, which is obtained for λopt and µopt,

the values achieved at the optimum of (22).

E. Iterative Uplink MSE Balancing

Consider the optimization problem in (25). The inner min-

imization finds the optimum filters and power allocation,

whereas the outer maximization searches for the noise covari-

ance matrix. Notice that the uplink MSE in (23) is affine in µ,

as well as the constraints are affine in λ and µ. Consequently,

the maximization of (25) is over a concave function with affine

constraints [20].

The solution for λ is found by the fixed point iteration

λ
(n+1)
k =

max{0,Mk − εεk}
tr
(

H̄H
k Yk(λ(n),µ)−1H̄k

) (26)

where Yk(λ
(n),µ) =

∑L
l=1 µlAk,l+

∑K
i=1 λ

(n)
i Ri. From this

expression, it is clear that λk decreases for increasing balance

level ε and we ensure that it is bounded below by 0. Therefore,

users with small ratios εk/Mk are preferred over those with

larger ones because λ
(n+1)
ℓ = 0 if εεℓ/Mℓ > 1. Let these

ratios be increasingly ordered in k, i.e., ε1/M1 ≤ . . . ≤
εK/MK and only ℓ be the smallest index with εεℓ/Mℓ > 1.

As a consequence, to guarantee that the power constraint
∑ℓ−1

k=1 λ
(n+1)
k σ2

k ≤ 1 is fulfilled with equality, we compute

ε(n+1) accordingly. Due to the maximization in (26), such an

update can be performed by a bisection search for example.

The outer optimization in (25) can be performed via a

projected gradient method. First, we compute the gradient step

µ̃l = µ
(n)
l + sδl, (27)

where δl = −Pl+
∑K

i=1 tr(B
H
i Ai,lBi) and s is the step size.

Next, µ̃l is projected to the set of feasible values

µ
(n+1)
l = κmax (0, µ̃l) , (28)

with the scalar factor κ to ensure
∑L

l=1 µ
(n+1)
l Pl = 1.

F. Uplink-Downlink Duality

Knowing the solution vectors µ and λ in the uplink, we

obtain the corresponding downlink precoding vectors via the

duality relationships (cf. [10])

vk =
1

αk

√

λk Bk = αkGk. (29)

Observe that we require vk to be real here, which is in

accordance to the restriction to positive and real tr(H̄H
k Bk)

below (16). Substituting (29) into the MSEs in (8) and equating

it to (23) we arrive at

∑

i6=k

α2
i

α2
k

tr
(

GH
i λkRkGi

)

+
λk

α2
k

σ2
k =

L
∑

l=1

tr
(

GH
k µlAk,lGk

)

+
∑

i6=k

tr
(

GH
k λiRiGk

)

, ∀k.

Rewriting this set of equalities in matrix notation, we obtain

Γα = Λσ, where Λ = diag(λ1, . . . , λℓ−1, 1, . . . , 1), σ =
[σ2

1 , . . . , σ
2
K ]T, α = [α2

1, . . . , α
2
K ]T and

[Γ ]k,j =



















∑L,K
l=1,i6=k tr

(

GH
k (µlAk,l + λiRi)Gk

)

j = k

− tr
(

GH
j λkRkGj

)

j 6= k, k < ℓ

− tr
(

GH
j RkGj

)

j 6= k, k ≥ ℓ

0 j 6= k, j ≥ ℓ

Note that Γ is a column-wise diagonal dominant (M-matrix),

i.e., Γ−1 exists and has only non-negative entries.

IV. MMSE AND RATE REGIONS

We next discuss the effect of MSE balancing via a graphical

example. To this end, we consider a multiple-input single-

output (MISO) BC, where the BS is equipped with N = 2
antennas and sends data to K = 2 single-antenna receivers,

i.e., M1 = M2 = 1. Due to imperfect CSI at the BS, the

sum-MSE (SMSE) is lower bounded by MSE1 + MSE2 ≥ 1.

We sketch this MSE attainable region for unbounded transmit

power, M, in Fig. 1. The MSE region was studied in several

works where a lower bound for the SMSE [21] or an upper

bound for the minimum SINR [2] are computed. To find these

bounds, asymptotically high transmit power is considered. The

observation in both cases is that the bound depends on the rank

of the channel matrix and the number of users.

Empirical regions under different power constraints have

been calculated for the Rayleigh channel. The bounds of these

regions are sketched via sample points in Fig. 1. We consider

the regions under total transmit power for SNR values of 5 dB

and 15 dB, represented by ∂MT5 and ∂MT15, respectively.

Moreover, the bounds of the regions corresponding to per-

antenna and per-user restrictions at 5 dB are also shown and

denoted by ∂MA5 and ∂MU5.

For the MSE balancing formulation in (6), we move along

a straight line with 45 degree slope by varying the balance

factor ε within (0, 1] if ε1 = ε2. In the case of asymmetric

targets, e.g., ε2 = 2ε1 = 0.5, transmission to user 2 is inactive

for ε ≥ 2 since εε2 ≥ M2 = 1. In this case, the achieved MSE

for transmission to user 1 moves along the horizontal line on

top of the figure as still MSE1 = ε1ε ≤ M1. This behavior

is only possible when balancing is performed using the MSE

metric. The obtained curve for balancing the ratios of the rates

Ri over the targets ̺i = − log2(εi), i = 1, 2 is also depicted

in Fig. 1. As pointed out previously, transmission to all users

is active in the optimal point.

The corresponding rate region and balancing curves to the

considered setup is depicted in Fig. 2. The attainable rate

region R is shown, whose upper right bound is reached

asymptotically for unconstrained transmit power. The rate

region boundaries for sum power restrictions at 5 dB and

15 dB, are ∂RT5 and ∂RT15, respectively. Furthermore,

the boundaries corresponding to per-antenna and per-user

restrictions at 5 dB have the labels ∂RA5 and ∂RU5. The

MSE balancing formulation yields a horizontal line at the

R1 axis as long as transmission to user 2 is inactive, i.e.,
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for − log2(ε2ε) ≤ − log2(M2) = 0 as M1 = M2 = 1.

When − log2(ε2ε) ≥ − log2(M2) = 0, the MSE balancing

solution forms a straight line with 45 degree slope starting

at (− log2(
ε1/M1

ε2/M2

), 0) for ε1/M1 ≤ ε2/M2. In contrast, the

rate balancing line for the different targets ̺i = − log2(εi),
i = 1, 2 starts at the origin and has the slope ̺2/̺1. This

means that transmission to all users is active when optimizing

with respect to the rates.

If perfect CSI is available at the transmitter, reducing the

number of users does not affect the MSE feasible region for

if the number of antennas at the transmitter is large enough,

i.e. N ≥ K , and the users’ channels are linearly independent.

Otherwise, the lower bound is reduced [21]. In the following,

we study the behavior of the bound when the CSI is imperfect.

Taking into account the duality of the MSE regions in the BC

and the MAC, the SMSE lower bound reads as

SMSE ≥ K − tr (X) (30)

with the matrices X = E
[

Y H
]

(

E

[

Y Y H
]

+ σ2
I

)−1

E [Y ]

and Y containing the product of the precoders and the

channels in the dual MAC (see [22]). Our assumption is

Mk = 1, ∀k since the same analysis applies if we consider

every stream as an individual virtual user.

Assume that a certain user is deactivated. Therefore, K ′ =
K − 1 and tr(X ′) ≤ tr(X). Let us rewrite X ′ in terms of

the matrix CY = E[(Y − E[Y ])(Y − E[Y ]H)] as

X ′ = E
[

Y H
] (

CY + E [Y ]E
[

Y H
]

+ σ2
I
)−1

E [Y ] .

Therwith, we see that (30) decreases with CY . In other words,

the perfect CSI scenario with CY = 0N and E [Y ] = Y

establishes a strict upper bound for tr(X ′). Moreover, an

additional upper bound for asymptotically high SNR leads to

SMSE ≥ K ′ − tr (X ′) > K ′ − rank(Y ),

where rank(Y ) = min (N,K ′). Accordingly, the decrease

in the lower bound caused by an inactive user is given by
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K ′ − min(N,K ′) − (K − min(N,K)) = −1 + β, with

β ∈ {0, 1}. That is, the bound decreases or remains the same

when a user is switched off. Note that in the asymptotically

high SNR regime, any power constraint collapses to the sum

transmit power restriction. Hence, the former reasoning applies

for general power constraints.

A. Ergodic Rate Balancing via MSE Minimization

Data rate is one of the most common metrics to eval-

uate a system performance. However, rate based problem

formulations are complicated to deal with. Hence, it is useful

to implement the rate balancing through the MSE domain.

Consider a system where only one stream is allocated to each

user, Mk = 1, ∀k. The relationship between average rate and

average MSE is (cf. [6], [7])

E[Rk] ≥ − log2 (E [MMSEk]) . (31)

Rate balancing is performed by adapting ̺ such that the rate

targets are given by ̺̺k. This corresponds to a straight line

starting at the origin in Fig. 2. In the MSE domain, however,

the corresponding targets read as 2−̺̺k . Accordingly, to

perform a rate balancing in the MSE domain, the MSE targets

are set to εk = 2−̺k , while the balance scaling in the rate

domain translates into the exponent ε̺k for the MSE targets. For

the example shown in Fig. 1, this results in a curve that starts

at the point (1, 1), where zero power is assigned to the users,

and asymptotically reaches the origin for unlimited transmit

power.

The scenario with several streams per user is different

from single-stream transmission. Indeed, consider the ma-

trix Σk such that the average MSE for the k-th user is

E[MSE] = tr(Σk), where the filter in (4) is employed.

Using spatial decorrelation precoders, the matrix Σk becomes

diagonal with positive entries since it is positive-definite. Such

precoders do not modify the MSE nor the rate expression, and

can be assumed without loss of generality [23]. Moreover,

spatial decorrelation precoders are transparent to the power



restrictions in (5). Thus, a lower bound for the average

rate is calculated moving the expectation operator inside the

concave function log2 det(·), for positive-definite matrices, to

get E[Rk] ≥ log2 det(Σ
−1
k ) (cf. [23]). To guarantee the rate

targets and perform rate balancing it is thereby necessary to

satisfy the following condition

̺̺k = − log2 det (Σk) = −
Mk
∑

i=1

log2 (E [MSEk,i]) . (32)

From the expression above it is clear that no direct (one-to-

one) relation holds between the per-user MSEs and rates for

this lower bound. To get a tight lower bound for the rate, the

product of the per-stream MSEs has to fulfill

Mk
∏

i=1

E [MSEk,i] = 2−̺̺k . (33)

V. NUMERICAL RESULTS

In this section, we numerically evaluate the proposed AO

for the MSE balancing with imperfect transmitter CSI. In order

to reduce the computational complexity, we remove the power

update in AO step 1) since it is not necessary for the overall

convergence. In the update of λ in the dual domain, users are

switched on and off to fulfill the MSE restrictions and power

constraints. This flexibility enables us to start the algorithm

with a single active user for example.

The system setup consists of a N = 4 antenna BS allocating

Mk = 2 streams to each of the K = 2 users that are both

equipped with Rk = 2 antennas. We consider a Rician fading

model, where Hk =
√

κ(κ+ 1)−1ΘHk
+
√

(κ+ 1)−1H̃k

with i.i.d. complex Gaussian entries in H̃k, and a Rician factor

κ = 5 dB. Different Frobenius norms for each user mean

are assigned. In particular, we set ‖ΘH1
‖2F = 2‖ΘH2

‖2F.

The noise covariance matrix is fixed to Cηk
= IRk

, ∀k and

the MSE targets are ε1 = 1 and ε2 = 0.5, respectively.

We generate 1000 channel means ΘHk
and 1000 channel

realizations for each of the means.

Figures 3 and 4 illustrate the numerical results obtained with

the proposed methods in the above described setup. We obtain

the minimum average MSEs εεk considering sum, per-user and

per-antenna power restrictions. In our model, this sum power

constraint implies Ak,l = IN ∀k, l, L = 1, and P1 = 1. Per-

user power constraints are given by Ak,l = IN for k = l and

Ak,l = 0N otherwise, for L = K and Pl = 0.5, ∀l. Finally,

per-antenna constraints corresponds to Ak,l = ele
T
l , ∀k, L =

N and Pl = 0.25, ∀l. Moreover, the maximum powers Pℓ are

scaled by a common factor to obtain SNR values from 0 to

30 dB.

The MSE balancing values obtained from different SNRs

are shown in Fig. 3. The performance of the sum and per-

antenna constraints is very close to each other, whereas a

significant gap appears with respect to the per-user restriction

in the low SNR regime. Since the number of per-antenna

restrictions, 4, is larger than the number of per-user constraints,

which is 2, this result could be counterintuitive. However, the

setup considered involves a highly unbalanced scenario, where
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a large portion of the available transmit power is consumed

by transmission to user 2.

It is also interesting to observe the low SNR regime, where

the user with the smallest priority, that is, user 1, is assigned

zero power since εε1 ≥ 2. Then, user 2 demands all the

available transmit power to miminize its MSE. Observe that

there is no constraint violation when assigning all the power

to a certain user for the sum and per-antenna transmit power

restrictions, whereas only a half of the available power can be

assigned to a user for per-user power limitations.

Empirical CDFs are depicted in Fig. 4 to show the largest

per-antenna and per-user powers obtained under the sum power

constraint, i.e. maxn∈{1,...,4} pn with pn = (‖eneTnB1‖2F +
‖eneTnB2‖2F)/(‖B1‖2F + ‖B2‖2F) and maxk∈{1,2} pk with

pk = ‖Bk‖2F/(‖B1‖2F+ ‖B2‖2F), respectively. The values are

normalized with respect to the total power. As can be seen,

balanced per-user power allocations (maxk∈{1,2} pk ≈ 0.5)

in the per-user power curve constitute a small portion of the

channel realizations, e.g., user 2 power allocations greater than

60% of the total power surpass 95% of the cases. This fact is

in accordance with the results obtained in Fig. 3.

VI. CONCLUSIONS

The balancing problem under imperfect CSI and different

power constraints has been considered. The unbalanced targets

scenario in the MSE is emphasized since it makes possible

to allocate power to a subset of the users. An AO method

was proposed to find the minimum balance level fulfilling

the power restrictions via an uplink-downlink duality. The

power allocation step allows the AO process to update the

filters for both active and inactive users. Moreover, the MSE

and the corresponding rate regions are studied via simulation

experiments considering different power limitations.
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