
Cloud Radio Access Networks With Coded Caching
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Abstract—A cloud radio access network (C-RAN) is considered
as a candidate to meet the expectations of higher data rate de-
mands in wireless networks. In C-RAN, low energy base stations
(BSs) are deployed over a small geography and are allowed to
connect to the cloud via finite capacity backhaul links where
the information is processed. A conventional C-RAN, however,
requires high capacity backhaul links, since the requested files
need to be transferred first from the cloud to the BS before
conveying them to the users. One approach to overcome the
limitations of the backhaul links is to introduce local storage
caches at the BSs, in which the popular files are stored locally
in order to reduce the load of the backhaul links. Furthermore,
we utilize coded caching with the goal to minimize the total
network cost, i.e., the transmit power and the cost associated with
the backhaul links. The initial formulation of the optimization
problem for this model is non-convex. We first reformulate and
then convexify the problem through some relaxation techniques.
In comparison to the uncoded caching at the BSs, our results
highlight the benefits associated with coded caching and show
that it decreases the backhaul cost.

I. INTRODUCTION

Mobile data traffic has experienced explosive growth in the
last decade and is expected to increase further. Capabilities
for supporting high data traffic and extremely low latency
are some fundamental requirements identified for the future
5G mobile networks. A C-RAN model can be considered
as a potential candidate to meet these requirements [1]. In
C-RAN, due to economical reasons instead of a high power
BS, several low power BSs are spread over a small area, which
are allowed to connect to the cloud via backhaul links. High
speed fiber cables are generally used to establish backhaul
links for low latency. One drawback is that establishing all the
links via fiber optical cables from the cloud to the BSs may
lead to high infrastructure cost. A possible alternative to save
on cost is by utilizing finite capacity wireless backhaul links.
However, this may lead to higher latency. A potential solution
to solve this issue is by introducing local storage or caches
at the BSs [2], where the most popular contents, for example,
files, movies, or multimedia, are stored, locally. When a user
requests a file which is available at the cache of the BS, it
can be directly downloaded from the BS. In other words, this
approach reduces the load of backhaul links with relatively
inexpensive local storage.

In general, the cache placement schemes can be roughly
partitioned into two types, namely, uncoded and coded
caching [3], [4]. In uncoded caching, BSs store the complete
file; while, in coded caching, instead of complete file, small
fractions of the files are stored at the caches using fountain or

maximum distance separable (MDS) codes [3], [5], [6]. The
main advantage of the coded caching compared to the uncoded
caching is that the probability of re-constructing the file at the
desired receiver without using the backhaul links is higher.
Subsequently, it reduces the backhaul cost. In addition to this,
if the users still need to use backhaul links to recover the files
— for example, when the portion of the file required by the
users are not available in the cache — only remaining portion
of the files will be transferred from the cloud [4]; and, under
secrecy constraints in [7]. In [8], minimizing the backhaul and
transmission power cost is considered where uncoded caching
is used at the BSs. This optimization problem is formalized
with the help of semidefinite programming (SDP) relaxation
and l0-norm approximation. In [9], [10], the authors studied a
C-RAN in the absence of caching and study the problem of
resource allocation.

In this work, we consider a C-RAN model as shown in
Fig. 1, where the BSs are equipped with multiple antennas.
The users can download the files either locally from the BSs
or from the central storage at the cloud via backhaul links. The
choice of beamforming vectors and how to appropriately fill
the caches are decided in the central processor at the cloud.
The main goal of this work is to minimize the downlink net-
work cost of the aforementioned C-RAN system. We refer to
the downlink network cost as the sum of the total transmission
power and the backhaul cost. We optimize the downlink cost
over beamforming vectors such that each user has a minimum
quality of service (QoS). In this work, we consider the case
where coded caching at the BSs is used. Users that request
the file, receive multiple fractions of the file from different
caches of the BSs and try to reconstruct the desired file. The
initial optimization problem consists of a non-convex indicator
function and a parameter that models the missing fractions of
the files at the serving BSs. We first reformulate the original
problem by using a maximum function, then solve it with the
help of SDP relaxation. The simulation results show that the
coded caching outperforms the uncoded caching strategies in
a variety of situations.

We structure this paper as follows. The system model is
described in Section II. The optimization problem is formally
presented in Section III. Simulation results are presented in
Section IV. Finally, in Section V, we conclude the paper by
summarizing its contributions.

Notation: Bold small and capital letters denote vector and
matrices, respectively. The superscripts (·)H and (·)−1 repre-



sent the Hermitian transpose and the matrix inverse, respec-
tively. The function {x}+ denotes the maximum value between
0 and x. The lp-norm is denoted by ‖·‖p. The expectation is
denoted by E[·], the trace operation is represented by tr(·)
and Cx×y denotes the space of x×y complex matrices. For a
square matrix A, we use A � 0 to indicate that A is positive
semidefinite. The zero vector of size N × 1 is represented by
0N .

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a C-RAN composed of L BSs and M users.
Each BS is equipped with Nt transmit antennas and each user
has a single antenna as shown in Fig. 1. All the BSs are
connected to the cloud via finite capacity backhaul links; and,
there are no direct links between the users and the central
cloud storage. In addition to the central file storage, local
storage called cache are available at each BS. The caches have
a smaller storage capacity compared to the cloud and are thus
able to store only a limited portion of files. We focus on the
downlink phase of C-RAN in which the users request files.
The files can be delivered in two ways, 1) direct transmission
from the BSs — if they are available locally in their cache,
2) by prefetching the files from the cloud to the BSs and then
transmitting it to the users.

The channel vector from the l-th BS to the m-th user is
denoted by hl,m ∈ CNt×1. The overall channel vector from
all the BSs to the m-th user can be concisely given by
hm = [hH

1,m,h
H
2,m, . . . ,h

H
L,m]H ∈ CLNt×1. We assume that

the channel is constant and do not change in a time slot. The
channel state information is known to all nodes, globally. The
received signal at the m-th user can be expressed as

ym(t) = hH
mwm(t)sm(t) +

M∑
j 6=m

hH
mwj(t)sj(t) + zm(t),

m = 1, . . . ,M, 1 ≤ t ≤ T (1)

where wm(t) = [wH
1,m(t),wH

2,m(t), . . . ,wH
L,m(t)]H ∈ CLNt×1

is the beamforming vector from all the BSs to the m-th
user, wl,m(t) is the beamforming vector from the l-th BS
to the m-th user, sm(t) is the desired data symbol for the
m-th user and zm(t) denotes the independent identically
distributed additive complex Gaussian noise, with zero mean
and variance σ2 at users, ∀ m. Note that T is the number of
channel uses needed to fulfill the demands of the users. For
convenience, we skip the time index t in the rest of the paper.
Without loss of generality, we assume that E[|sm|2] = 1
and sm’s are chosen independently from each other. By
treating the contribution of undesired signals at the m-th user
as noise, the corresponding signal-to-interference-plus-noise
ratio (SINR) can be written as

SINRm =
|hH
mwm|2∑M

j 6=m|hH
mwj |2 + σ2

, m = 1, . . . ,M. (2)

We assume that each user has a minimum SINR requirement
that needs to be fulfilled to satisfy a particular quality of
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Fig. 1. System architecture of a C-RAN with local cache storage.

service constraint. We refer to the target SINR for the m-th
user as γm.

A. Files Placement in the Caches
Since the storage capacity of caches is lower than that of the

central cloud, how to fill them is of paramount importance. The
main idea is to only store the popular contents in the caches, so
as to avoid the data transfer cost that arises from the backhaul
link. The popularity of the files can be measured based on the
number and behavior of the requests; and, is modeled here as
Zipf distribution [2]. We assume that the files are sorted from
the most to the least popular ones, such that the most popular
file has index 1 (f = 1) and the least popular file has index
F (f = F ). According to Zipf distribution, the probability of
f -th file requested by the user is given as

Zf =
f−α∑F
k=1 k

−α
, f = 1, . . . , F (3)

where α is the shaping parameter and is related to the skewness
of the distribution [11]. A large value of α means that the
distribution is more skewed and therefore the probability of
requesting a small group of files is large. We assume that the
popularity distribution is known at the cloud.

We define the cache placement matrix R ∈ [0, 1]F×L,
where the f -th row and the l-th column of R is δf,l, which
corresponds to the fraction of the parity bits of the f -th file
that is stored in the cache of the l-th BS. We denote the storage
capacity of each cache as BS bits, where B is the size of each
file. Due to the cache size constraint,∑F

f=1
δf,l = BS (4)

needs to be satisfied at the l-th BS, ∀ l 1. The cache placement

1For convenience, in the rest of the paper, we assume that all files have
normalized size (B = 1).



matrix R is fixed. This is due to the fact that, the popularity of
files changes slowly in comparison to the channel variations.
As mentioned before, MDS or fountain codes can be used to
encode files which are then stored in the caches of the BSs. By
using an ideal MDS code, a file is encoded into an arbitrary
long number of parity bits, such that after recovering any of B
parity bits, the receiver is able to recover the desired message.
We assume that the cache at each BS stores a unique subset
of parity bits. Then, the m-th user can download the f -th file
if the following condition is fulfilled∑

l∈H(m)
δf,l ≥ 1 (5)

where H(m) is the set of the BSs that serve the m-th user. If
all elements of the beamforming vector from the l-th BS to the
m-th user equals zero (wl,m = 0Nt ), i.e., the input power of
beamforming vector wl,m is zero, the l-th BS does not serve
the m-th user. Subsequently, (5) can be rewritten as∑L

l=1
δf,l‖‖wl,m‖22‖0 ≥ 1 (6)

where l0-norm gives the number of nonzero entries in a vector.
For notational simplicity, in the rest of the paper, we will use
‖·‖2,0 to replace ‖‖·‖22‖0.

B. Network Cost Model

We define the total network cost of the C-RAN as the sum
of backhaul and power consumption cost. The overall network
cost CN can be written as

CN = λCBH + (1− λ)CP (7)

where CBH and CP denote the backhaul cost and the power
consumption cost, respectively. The parameter λ indicates
the relative emphasis on the backhaul cost and the power
consumption cost, where λ ∈ [0, 1]. Starting from (7), the
overall network cost can be written as

CN = λ

M∑
m=1

F∑
f=1

Zf1m,fC
(m,f)
BH︸ ︷︷ ︸

:=CBH

+(1− λ)
M∑
m=1

‖wm‖22︸ ︷︷ ︸
:=CP

(8)

where 1m,f is the indicator function and is given by

1m,f =

 0,
L∑
l=1

δf,l‖wl,m‖2,0 ≥ 1

1, otherwise
(9)

and C
(m,f)
BH is the associated backhaul cost for the case in

which the f -th file required by the m-th user can not be
provided by the BSs. We define C(m,f)

BH as

C
(m,f)
BH = Xm,fRm (10)

where Xm,f denotes the missing portion of the f -th file
not present in the serving caches of the m-th user. This
fraction of the f -th file needs to be transfered via backhaul.
The transmission rate Rm for the m-th user is given by
Rm = log2(1 + γm).

III. OPTIMIZATION PROBLEM

In this section, we study the network cost problem stated
in (8). The goal is to minimize the total network cost and in
doing so, we need to optimize the beamforming vectors such
that 1) the quality of service constraints (in this case minimum
SINR targets) of each user is fulfilled, and 2) the maximum
transmit power constraints at each BS is met. Thus, we can
formulate our optimization problem as follows

min
wm

λ

M∑
m=1

F∑
f=1

Zf1m,fXm,fRm + (1− λ)
M∑
m=1

‖wm‖22

(11a)
s. t. SINRm ≥ γm, ∀m (11b)

M∑
m=1

‖wl,m‖22 ≤ Pmax, ∀l (11c)

where Pmax is the maximum transmission power of each BS.
Note that the indicator function makes the objective non-
convex. Starting from (11), the optimization problem can be
identically expressed as

min
wm

λ

M∑
m=1

F∑
f=1

Zf

{
1−

L∑
l=1

δf,l‖wl,m‖2,0
}+

Rm

+ (1− λ)
M∑
m=1

‖wm‖22 (12a)

s. t. (11b), (11c). (12b)

In (12), the parameter Xm,f and the indicator function 1m,f
from (11a) are condensed into the function {·}+. Next, we
reformulate the objective function (12a) by introducing an
auxiliary parameter βf,m, as

min
wm,βf,m

λ

M∑
m=1

F∑
f=1

Zfβf,mRm + (1− λ)
M∑
m=1

‖wm‖22 (13a)

s. t. βf,m ≥ 0, ∀f, ∀m (13b)

1−
L∑
l=1

δf,l‖wl,m‖2,0 ≤ βf,m, ∀f, ∀m (13c)

(11b), (11c). (13d)

Due to the presence of quadratic terms in (2), the SINR
constraints in (11b) render the problem non-convex. We solve
this issue by semidefinite programming relaxation to convexify
the SINR constraints. Let Wm and Hm be given by

Wm = wmwH
m (14)

Hm = hmhH
m (15)

where Wm and Hm are positive semidefinite matrices. Then,
‖wl,m‖22 in (6) and (13c) can be concisely written as

‖wl,m‖22 = tr(WmJl) (16)

where Jl is selection matrix [8] such that

Jl = diag
([

0H
(l−1)Nt ,1

H
Nt ,0

H
(L−l)Nt

])
. (17)



Algorithm 1 Randomization for (19)
1: Initialize the minimum objective value
2: repeat
3: Generate random vectors wm according to complex

Gaussian distributions wm ∼ N (0,W∗
m)

4: Check whether constraints (11b) and (11c) satisfies
5: if all constraints satisfy then
6: Plug in the wm into the objective function (11a)
7: Compare the current minimum objective value to

the previous one and retain the smaller one
8: end if
9: until number of iterations are reached

After the aforementioned SDP relaxation, the problem is still
non-convex because of the presence of the l0-norm in the
constraints (13c). The l0-norm can be approximated by the
logarithmic function [12] as follows

‖X‖0 = log(tr(X) + θ) (18)

where θ is a parameter to adjust the smoothness, 0 < θ ≤ 1.
Finally, after the SDP relaxation the optimization problem
in (13) can be written as

min
Wm,βf,m

λ

M∑
m=1

F∑
f=1

Zfβf,mRm + (1− λ)
M∑
m=1

tr(Wm) (19a)

s. t.
βf,m ≥ 0, ∀f, ∀m (19b)

1−
L∑
l=1

δf,l log (tr(WmJl) + θ) ≤ βf,m, ∀f, ∀m (19c)

tr(WmHk)
M∑
n 6=m

tr(WnHk) + σ2

≥ γm ∀m,∀k (19d)

M∑
m=1

tr(WmJl) ≤ Pmax, ∀l (19e)

Wm � 0, ∀m. (19f)

Let W∗
m denote the optimum solution of (19). If W∗

m is rank-
one, we can readily apply eigenvalue decomposition to get
the optimum beamforming vectors. Otherwise, randomization
methods [13], [14] can be used to obtain the beamforming vec-
tors from the optimum solution W∗

m. Algorithm 1 concisely
captures the steps for the randomization methods.

IV. SIMULATION RESULTS

In this section, we illustrate the usefulness of the proposed
optimization method with the help of following example.
We considered a network geometry as shown in Fig. 2. The
distance between adjacent BSs is fixed to 0.8 km such that 7
BSs form an equilateral triangular lattice (L = 7). We assume
that 200 users are uniformly distributed within a circular
network of radius 0.8 km and in each time slot 12 of them are
served (M = 12). The target SINR of each user is γm = 10
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Fig. 2. Network geometry for the numerical example.

dB, ∀m. Each BS has two antennas (Nt = 2) and each user
has a single antenna. Each BS has the same cache size S. The
channel vector from the l-th BS to the m-th user is given by
[15],

hl,m = gl,m

√
10−

ρl,m
10 ϕζl,m (20)

where ϕ = 10 dBi is the transmit antenna power gain of each
BS, ρl,m is the path loss at the distance dl,m, ζl,m is the log-
normal coefficient — with a 0 dB mean and standard deviation
of 8 dB — that models the large-scale fading (shadowing), and
gl,m is the complex Gaussian coefficient with variance 1 that
models the small-scale fading. The channel vector changes
independently at each time slot. For the path loss, the 3GPP
Long Term Evolution (LTE) path loss model [16] with a path-
loss exponent of 3.76 is used

ρl,m = 148.1 + 37.6 log10(dl,m) (21)

where dl,m is the distance between the l-th BS and m-th user
in kms. All users are subject to white Gaussian noise with
power spectral density -172 dBm/Hz over 10 MHz bandwidth.
The total number of files available in the cloud is 20 (F = 20).
We investigate the costs for both coded and uncoded caching
for different cache sizes. As mentioned in the introduction, in
the case of uncoded caching only complete files are stored at
the BSs; and, thus each BS is able to store S (BS/B = S)
files. As opposed to the uncoded caching case, in the coded
caching setting, we assume that 0.5B parity bits of a particular
file is stored in the caches of the BSs. This implies that, each
BS stores the parity bits of 2S (BS/0.5B = 2S) files. For
the simulation, the caches of the BSs are filled with the S
most popular files for the uncoded caching and parity bits of
the 2S most popular files for the coded caching, respectively.
Note that each BS stores distinct parity bits of a particular
file. The Zipf distribution parameter α is chosen as 1.2 in the
simulations. The optimization software tool CVX [17] is used
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to obtain the optimum beamforming vectors and the results
are obtained by averaging over 100 time slots.

Fig. 3 shows the power consumption and backhaul costs
trade-off for uncoded and coded caching with different cache
sizes (S = 3, 6, 9). Data points of each line are obtained
by changing the weighting parameter λ. As it can be seen
from Fig. 3, the backhaul cost saturates if BSs transmit
with a required power. For different cache sizes, Table I
summarizes the decrease in the backhaul costs with the coded
caching in comparison to uncoded and no caching. For sake of
completeness, we also compare the uncoded caching with no
caching. We observe that coded caching always outperforms
the uncoded caching cases in terms of low backhaul cost
for the same cache size. This is due to the fact that since
more portions of files can be stored at the BSs, files can
be downloaded directly from the BSs. It is observed that
the coded caching decreases the backhaul cost approximately
86% compared to the uncoded caching for the cache size 9
(S = 9). We also compare the benefits of the coded caching
over no caching case in Table I. By introducing a cache size
of 3 (S = 3), the backhaul cost decreases by 68.1%. An
additional decrease of 18.1% in backhaul cost is observed by
doubling cache size from 3 to 6 (S = 6). Furthermore, only
10.9% additional decrease is obtained when the cache size is
increased from 6 to 9 (S = 9). A similar trend is also observed
for the uncoded case. Introducing even a small size of storage
at the BSs cause a substantial decrease in the backhaul cost.

V. CONCLUSION

In this work, we consider a C-RAN model in which the
BSs are connected to the cloud via finite capacity backhaul
links and where local storage is also available at the BSs.
We investigate this problem by minimizing the total network
cost under quality of service constraints, where coded caching
is allowed at the BSs. We show that even introducing small

TABLE I
PERFORMANCE GAIN — REDUCED BACKHAUL COSTS

Coded vs.

No caching

Uncoded vs.

No caching

Coded vs.

Uncoded

S = 3 68.1% 50.9% 34.9%

S = 6 86.2% 68.1% 56.9%

S = 9 97.1% 78.6% 86.6%

sized caches at BSs decreases the backhaul cost significantly.
In comparison to the uncoded caching strategies studied in
the existing literature, we show that coded caching schemes
reduce the overall network backhaul.
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