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Abstract—With the development of current wireless systems,
new type of communication is gaining a massive interest. It en-
ables the communication of machines through a mobile network
that is called machine type communication (MTC). Because of
wide range of potential applications, MTC is a popular topic in
research and industry area. It is important to develop technologies
that support current MTC requirements and lead to near future
technologies which are compatible with current MTC-like traffic.
In this study, some physical layer design approaches for quantize
and forward strategies are investigated to improve and support
MTC in existing and near future small-cell networks. Results will
be considered in terms of the tasks of macro base station and
mini base stations. In addition, quantization effects on sum rate,
equalization and soft demodulation are pointed out with these
approaches.

I. INTRODUCTION

Wireless communication systems became an indispensable
part of daily life. Mobile devices and the mobile communi-
cation networks that provide a wide range of application and
services are rapidly increased with leading to start machine
type communication (MTC). Current networks are mostly
created for human-to-human and human-to-machine commu-
nication [1]. Whereby MTC networks include little or no
human interaction. It requires efficient, reliable and secure
transmission of relatively short messages and characterized by
massive number of devices with frequent transmission [1], [2].

MTC has many application fields like medical services,
intelligent transportation systems, public security etc. And
global MTC connections are increasing rapidly [3]. Hence
MTC can be considered as a potential setting up technology
for an emerging scenario of Internet of Things where a huge
number of sensors is integrated into physical objects and
connected wirelessly to a wired backbone. Other examples
of technological trends behind MTC applications are Smart
Factoring and Smart Cities [2], [4]. Most of those sensing
devices convey information to a centralized service via a
network of fixed and inter-connected access points called
infrastructure nodes (e.g. base stations or relay stations).

Implementing MTC applications in wireless networks
comes with some fundamental challenges. For example, MTC
networks have much larger number of devices than human-
to-human or human-to-machine networks [5], [6]. That may
cause large delays, undesirable power consumption, network
congestion and system overload. In order to prevent this
kind of shortcomings, optimizations are needed at different

layers. There are some other challenges to employ of exist-
ing network topology for MTC networks like traffic pattern
issues, no human interaction problems, security issues, low
cost, reliability etc. To overcome this challenges and meet
market demands, different standardization studies of MTC
are in progress by 3GPP, IEEE, ETSI and TIA [7]. In order
to create a firm, reliable and robust communication network
for MTC, standardization plays an essential role. With the
standardization, optimizations and improvements are expected
at different layers of network protocol. There are many studies
that focus on designing network protocol for MTC networks
which are mostly ultra dense networks that includes massive
number MTC devices [8], [9]. An important issue about
ultra dense networks is the communication between mini
base stations and the macro base station. There are several
relaying protocols like Decode-, Compress-, Amplify-, and
Compute-and-Forward (CF). As it proposed in [10], CF is a
promising protocol for robust physical layer network coding
and it has a relatively lower complexity [11]. However, it
is needed a complete redesign of existing infrastructure and
communication strategies.

In this study, some physical layer design aspects for
quantize and forward strategies are investigated to improve and
support MTC in existing and near future small-cell networks.
One of the research challenges of future networks (e.g. 5G) is
requiring efficient signal quantization and compression tech-
niques [12]. It is analyzed that what possible gains could be
achieved with the adaption of conventional methods. Results
should be considered for those who focus on the tasks of
macro base station and mini base stations. Quantization effect
on data rate and equalization for physical layer design is also
examined.

II. THE SYSTEM MODEL

Representation of the considered network architecture con-
sisting of mini base stations, MTC devices and macro base
station is shown in Fig. 1. Considering the system architecture
is shown in Fig. 1 with L user devices and K mini base
stations, the received signal during each symbol time duration,
y, which is a K × 1 column vector, can be modeled as

y = Hx+ n, (1)

where H is an K × L matrix, whose elements represent
the channel coefficients hkl between the lth user device
(l = 1, 2, ..., L) and the kth mini base station (k = 1, 2, ...,K).
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Fig. 1: Considered network architecture.

x is the L×1 vector that includes the transmitted signals from
user devices and n denotes the K × 1 noise vector whose
elements are complex Gaussian random variables with zero
mean and σ2

n variances.

In the following only a single subchannel will be consid-
ered to investigate the principal gains whereby for channel
estimation issues the physical reasoning for the different sub-
channels will be relevant.

Two important aspects which should be covered by a future
physical layer design:

(A) the mini basestations should operate directly on the
channel outputs (user to mini basestations) and map
this to a pure bit stream. In a straightforward line
this could mean that after some preprocessing of the
received complex samples and after a modification of
the complex effective channel coefficients both should
be quantized and packaged into a digital data frame
to be forwarded to macro basestation.

(B) Optimally, the user devices should use a coding (bits
to symbol sequences) which exploits the superposi-
tion principle due to the wireless channel (from user
devices to the mini basestations).

It is clear that step (A) is much more straightforward to
achieve whereby (B) requires more significant modifications in
the overall communication chain. The different strategies will
be investigated mainly using a setup of L = 2 user devices,
K = 2 mini basestations and a single macro basestation (see
Fig. 2). The objective is to convey the messages of the users
to the macro base station via the mini base stations.

In order to investigate potential gains that could be ob-
tained by step (A) with adaption of conventional methods and
ignoring coding issues due to step (B), following situation is
considered:

Each of the K user devices (a predefined group) wants
to communicate an individual message of N information bits
and generates a symbol/sample sequence to be transmitted
within a common time slot of given length T . In particular two
practical strategies is compared with two approaches Quantize
and Forward at mini basestations (QF) and Conventional
Processing/Baseline (BS).

y2=h21x1+h22x2+n2y1=h11x1+h12x2+n1

Fig. 2: Standard scenario with L = 2 user devices, K = 2
mini basestations and a single macro basestation.

A. Quantize and Forward at Mini Basestations (QF)

For approach QF, it is assumed that the devices transmit
with power P simultaneously on the same resource (subchan-
nel), i.e., N information bits are transmitted during time T . As
long there are sufficient independent observations of different
independent mixtures (due to different channel coefficients),
it is likely that the macro base station is able to separate the
signal contributions from the different user devices as long
as the knowledge on the received signals y and the channel
coefficients hkl is precise enough. Thus, each mini base station
receives its own linear combination, performs a preprocessing
of received samples and channel estimates. Both, the receive
signal yk and channel coefficients are quantized at each mini
base station k:

(y(Q)
k , {akl}

L
l=1) = Q(yk, {hkl}Ll=1) (2)

and then transmitted as a message of N̄ ≥ LN bits.

The macro base station gets such messages from K mini
base stations. The overall system equation is solved then.
We have focussed on the case where the channel coefficients
are constant over the time instants t = 0 . . . T − 1. Define
y(Q) = (y(Q)

1 , . . . , y
(Q)
K) (same for y and n), x = (x1, . . . , xL)

and denote with A the K×L matrix with elements akl which
are quantized channel coefficients. Thus, for each time–instant
the linear equation becomes:

y(Q) = Ax+ (H −A)︸ ︷︷ ︸
nH

x+ (y(Q) − y)︸ ︷︷ ︸
ny

+n

︸ ︷︷ ︸
neff

, (3)

where neff is the effective noise, nH and ny are channel
quantization error and signal quantization error respectively,
caused by the quantizer.

There are many ways to estimate x from the linear system
above. Particular methods are to linearly invert the problem
by using matrix W which can be the inverse A−1 (if exists),
the pseudo–inverse A = (A∗A)−1A∗ or it can be found
via minimum mean square error (MMSE) (A∗A + σ2)−1A∗.
On the other hand these standard approaches can not ac-
count for characteristics of practical quantizers. Here, new
approaches are necessary for inversion and even for modeling
soft decoding operations. Hence, estimator could also be



a regularized form depending on further knowledge of the
individual contributions like (AA∗ + σ2

H + σ2
n + σ2

Y )−1A∗,
where σ2

H and σ2
y denotes the variances of quantization errors.

Because of the heterogeneous nature of neff, Gaussian Mixture
Model (GMM) based MMSE estimator can also be applied to
estimate x. Parameters of mixture distribution can be obtained
by Expectation Maximization (EM) algorithm. After obtaining
the estimate:

x̂ = Wy(Q) = WAx+Wneff, (4)

demodulation and decoding of the information bits is done at
the macro base station. Based on quantized information, W is
computed also at the macro base station . Regularized MMSE
estimation method which includes the effect of quantization
error and GMM based MMSE estimator will be explained in
Section III.

B. Conventional Processing/Baseline (BS)

Contrary to (QF), we assume here that the user messages
are transmitted in orthogonal resources, i.e., for example in
a time division multiple access (TDMA) like fashion. This
means that each device has exclusive access on the subchannel
during a time of T/L units for transmitting its N information
bits, i.e., it has to use a weaker code to achieve this. On the
other hand, it should be allowed, that each device could use
a power LP during this time such that it is comparable to
(QF) in terms of total energy. The received signals are here
already decoded at the mini base stations and then forwarded
as LN information bits. The assignment from devices to mini
base stations are fixed for first evaluations. Mini base station
assignments are shown in Table I. Gains have to be expected
by adaptive assignments.

TABLE I: Mini base station assignments for the approach BS

Fixed each device exclusively transmits to a fixed mini base station
Best device transmit exclusively to this mini base station from a pool having

the best channel conditions (after that the mini basestation is remove
from the pool).

Worst each device transmits to the mini base station having the worst channel
(for comparisons)

Overall comparison of QF and BS is shown in Fig. 3.

III. EFFECTS OF QUANTIZATION ON EQUALIZATION,
DECODING AND DATA RATE

A. Quantization

In order to transmit the received data and the channel
knowledge from the mini base stations to the macro base
stations digitally for QF, the signals have to be quantized with a
finite number of quantization levels for signal and channel, see
(2). Hence, a generic scalar quantizer for real and imaginary
parts is used in the simulations. The received signal is first
sampled (called above as y) and quantized with sufficiently
high resolution to digital frame of complex (quantized) sym-
bols. Then real and imaginary parts are independently scaled
to be supported on the interval [−1, 1]. Scaled versions of
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Fig. 3: Scheme of QF and BS with convolutional coding (with
1/3 and 2/3 coding rate respectively) for QPSK modulation.

signal and channel are quantized with a given number level
L = 2b, where b is the quantization bit number. At this point
the signal data corresponds to y(Q) and the quantized channel
matrix (A) are quantized with lower resolution. Then A, yQ
and the scaling variables are packaged into a digital data frame
to communicate to the macro base station.

B. Regularized MMSE Estimator for QF

As already indicated in Section II-A, in order to estimate
the signal which is distorted by channel, it is possible to em-
ploy not only well known pseudo-inverse (”zero forcing”) and
MMSE linear equalizers but also a new regularized MMSE es-
timator which includes quantization noise. Regularized MMSE
estimator utilizes the second order statistics of the channel
conditions to minimize the mean squared error by including
the quantization effects.

In order to estimate the received signal and the channel
with regularized MMSE estimator, it has to be found a matrix
W that minimizes E{[(Wy − x)(Wy − x)∗]}. Solving the
equation with under the assumption that all noises, nH , nY
and n, are independent and Gaussian, W is found:

W = (AA∗ + σ2
H + σ2

n + σ2
Y )−1A∗, (5)

where σ2
H and σ2

y denotes the variances of quantization errors.

Although there are some other considered distributions for
quantization error, Gaussian is the commonly utilized one.
However, the key point of regularized-MMSE estimator is to
have a zero mean noise regardless of the noise distribution.
Since a uniform quantizer is used in this study which means
quantization intervals are constant and equal, this condition is
satisfied [13].



C. GMM Based MMSE Estimator for QF

As it indicated before, because of heterogeneous nature of
neff, Gaussian Mixture Model (GMM) based MMSE estimator
can also be applied to estimate x. In order to apply GMM
based MMSE estimator, it is assumed that x and neff are mu-
tually independent random vectors and the probability density

funcion of neff equals to neff ∼
M∑
m=1

wmN (neff;µmn , C
m
nn),

where
M∑
m=1

wm = 1, µmn and Cmnn are mean vector and

covariance matrix of the mth Gaussian component of GMM.
Under the observation model in equation (3), GMM based
MMSE estimator can be written as in (6)

x̂ =

M∑
m=1

βm(y(Q))[µx + CxA
T [ACx.A

T + Cmnn]−1

×(y(Q) − [Aµx + µmn ])],

(6)

where

βm(y(Q)) =
wmN (y(Q);(Aµx+µ

m
n ),(ACxA

T+Cmnn))
M∑
j=1

wjN (y(Q);(Aµx+µ
j
n),(ACxAT+C

j
nn))

, (7)

µx and Cx are respectively the mean vector and covariance
matrix of x. Detailed analysis and derivation of (6) can be
found in [14], [15].

D. Quantization Effect on Decoding

In this section, hard decision decoding and soft decision
decoding for convolutional coding is compared with including
the noises caused by the quantizer. It is a well known fact that
soft decision decoding improves the overall error performance
[16]. But, it requires certain knowledge on the distribution of
the effective noise. The goal of this part is to show the gains
of QF over BS persists also this strategy.

Hard decision decoding works like a threshold detector.
Received codewords are selected with minimum Hamming
distance with possible codewords. However, in soft decision
decoding soft bits are needed. Detector decides with the
Euclidean distances between received codeword and possi-
ble codewords [17] or log-likelihood ratio as formulated in
equation (8). Because of additional information like Euclidean
distance or log-likelihood ratio, decision calculation is more
reliable.

In this study, log-likelihood ratio is calculated instead of
Euclidean distance. In that case output of demodulator should
also be decided with log-likelihood ratio.

Consider the system model r = s + n where r and s
is the transmitted constellation. Under the assumption of all
symbols have equal probability, the log-likelihood ratio for
an additive white Gaussian noise (AWGN) channel can be
formulated as:

L(b) = log


∑
s∈S0

e
− 1
σ2c

((r−s)2)

∑
s∈S1

e
− 1
σ2c

((r−s)2)

 , (8)

where

symbol description
r Coordinates of the received signal,
b Transmitted bit,
S0 Ideal constellation points with bit 0,

at the received bit position.
S1 Ideal constellation points with bit 1,

at the received bit position.
s Ideal constellation point.
σ2
c Variance of all noisy contributions.

For QF, the log-likelihood decision depends also on the
quantization errors. This dependency will be indicated for
W = (H∗H)−1H∗ for the standard scenario of 2 devices
and 2 mini base stations. Recall the equation (4), in order to
decode the first device, the variance of the effective (decision)
noise of Wneff for QF can be written as [18]:

σ2
QF =

|a22|2 + |a21|2

|a11a22 − a21a12|2
×
σ2
neff

2
. (9)

For BS instead, the variance of all noise contributions to
decode the first device, can be written:

σ2
BS =

|h22|2

|h11h22|2
× σ2

n

2
. (10)

E. Data Rate Analysis

In order to see the quantization effect on data rates for
QF, sum rate analysis is performed from user device to macro
base station in terms of bits per channel use (bpcu). End to
end transmission rate (sum rate) can be calculated as:

Rsum = min{R1, R2} (11)

where R1 is the data rate between user device and mini
basestation and R2 denotes the data rate between mini basesta-
tion and macrobasestation. For a given received signal power,
achievable sum rates for different quantization bits will be
shown in Section IV-B.

IV. SIMULATION RESULTS AND DISCUSSION

A. Simulation Parameters

Averaged SNR: In this study, the bit error rates (BER)
are obtained for several values of the noise power (σ2) and
averaged over the channel statistics, i.e., the averaged receive
signal-to-noise ratio at the mini base station is defined as:

AvSNR :=
E(‖Hx‖22)

Kσ2
. (12)

where K is the mini base station number.

Further System Parameters: For applying the new regular-
ized MMSE estimator and GMM based MMSE estimator to
(3), the macro base station has to know σ2

y and σ2
H . Empirically

obtained error variance values (for the signal σ2
ys, and the

channel σ2
Hs) for the simulations with different quantization

bit numbers are presented in Fig. 4. by and bH represent the
quantization bit numbers for signal and channel. To obtain σ2

ys

and σ2
Hs, error variances are averaged over time. Assuming a
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Fig. 4: Empirically obtained error variances.
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Fig. 5: Necessary frame numbers to obtain error variances for
a training data.

frame consists of N information bits (see Table II), necessary
frame numbers to get σ2

ys and σ2
Hs are closer to σ2

y and σ2
H

are shown in Fig. 5 for a particular communication channel.
Difference between real error variances (σ2

y , σ2
H ) and averaged

error variances in every frame (σ2
ys, σ

2
Hs) are shown in Fig. 5a

and 5b. Similarly, the difference between real GMM MMSE
results (for σ2

y , σ2
H ) and averaged GMM MMSE results in

every frame (for σ2
ys, σ

2
Hs) are shown in Fig. 5c, 5d.

According to Fig. 5, in order to use training quantization
error variances (σ2

ys, σ
2
Hs), real time variances should be

averaged over ∼ 400 frames.

B. Results

In the following simulation results will be shown. Compar-
ison of approach (QF) and conventional approach (BS) will be
performed with different parameters that are shown in Table
II.

QF BS
Modulation - BPSK - BPSK

- QPSK - QPSK
- 16QAM - 16QAM

Coding - 1/3 convolutional - 2/3 convolutional
Quantization - No quantization - No quantization
(by /bH bits, - 2bits for signal, No quantizaiton (2/0)
per I and Q - 2bits for signal, 2bits for channel (2/2)

components) - 4bits for signal, No quantizaiton (4/0)
- 4bits for signal, 4bits for channel (4/4)

Info. bits N - 5000 - 5000

TABLE II: Simulation parameters
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BS soft qpsk

Fig. 6: Hard decision decoding vs soft decision decoding with
convolutional codes for QPSK modulation (by/bH ).

In Fig. 6, soft decision decoding is compared with hard
decision decoding. It can be easily seen that soft decision
decoding improves decision making process for QF and BS
in terms of bit error rate (BER). The gains are about ∼ 3dB
for QF.

Fig. 7 shows the results for convolutional encoding with
BPSK modulation with different quantization settings. As it
can be seen from the Fig. 7, considerable lower bit error rates
are obtained for QF and this particular modulation and coding
scheme with unquantized data. If only the signal y is quantized
with 4bits per I and Q components, bit error rate is slightly
increased but still considerable lower than the conventional BS
approach. The same remains true of both signal y and channel
matrix H is quantized with 4bits per I and Q. The approximate
gains (in dB) in BER of QF over BS are summarized in Table
III.

QF(0/0) QF(4/0) QF(4/4)

BPSK 5.5dB 5.4dB 5.3dB

QPSK 4dB 3.9dB 3.8dB

16QAM 3.7dB 3.6dB 3.5dB

TABLE III: Approximate gains for QF convolutional encoding
compared to BS convolutional encoding
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The BER-performance of QF for the 2x2 scenario is in
the same order as BS with base station assignments (here the
comparison is done using QPSK with convolutional encoding),
see Fig. 8.
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QF 2x2 conv qpsk (4/4 bits)
BS 2x2 conv qpsk best
BS 2x2 conv qpsk fixed
BS 2x2 conv qpsk worst

Fig. 8: BER results with 2 devices and 2 mini base stations
(by/bH bits).

Although no substantial gain can be achieved for this
particular coding scheme in terms of BER of QF over BS
(with best adaptive mini base station assignments!), it has to be
remarked that also no mini base station assigment is required
for QF. In order to configure the TDMA-like transmission
mode for BS without reconfiguring the encoder/decoder, it
assumed that for BS the same coding rate is used as in the
standard scenario, see Table II. The reason is that at the
moment the code configuration only support mother-code rates
at 1/3. This means that in this case BS needs twice the time to
support 4 devices as compared to QF but still using power 4P
(QF uses power P ). The corresponding results are depicted
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QF 4x4 conv qpsk (0/0 bits)
BS 4x4 conv qpsk best
BS 4x4 conv qpsk fixed
BS 4x4 conv qpsk worst

Fig. 9: BER results with 4 transmitter and 4 receiver system
(by/bH bits).

in Fig. 9. The Best assignment rule of BS is approximately
6dB better than worst channel assignment and 3dB better than
fixed channel assignment while QF is approximately 3.2dB
better than worst channel assignment of BS for 4x4 scenario.

In order to demonstrate the quantization effect for QF,
data rate analysis is also performed. To achieve expected
transmission rate from user device to macro base station, how
many quantization bits should be spend for signal/channel is
an important issue. Since quantization noise will reduce the
sum rate (Rsum), three thresholds are assigned for the loss
rate over sum rate for a given avSNR. To achieve 90% of sum
rate, ξ1 is defined at AvSNR=11dB, similarly ξ2 and ξ3 are
used to accomplish 85% and 80% of sum rate, respectively.

Sum rates from user devices to macro basestation for differ-
ent signal/channel quantization bits between mini basestation
and macro basestation are shown in Fig. 10 and the numerical
values (at AvSNR=11dB) can be found in Table IV. Without
quantization (by = 0, bH = 0), Rsum is equal to 1.122 bpcu at
AvSNR=11dB. Acceptable sum rates for ξ1 is depicted bold.
Achievable minimum sum rates for thresholds ξ1, ξ2 and ξ3
are 1.0098, 0.9537 and 0.8976 bpcu respectively. For example,
3bits signal and 2bits channel quantization would be enough
to satisfy ξ3, while ξ1 and ξ2 needs more quantization bits.

Considering the quantization errors, the improvement of
using GMM MMSE estimator is shown for different signal
and channel quantization bit numbers in Fig. 11. Since lower
quantization bits cause higher quantization error noises, GMM
MMSE estimator is more useful with lower quantization bits.
For example, the approximate gains of GMM MMSE estimator
compared to MMSE estimator are higher for (by = 2 /
bH = 0) than for (by = 4 / bH = 0) (almost three times
at AvSNR=10dB). Component numbers of GMM model is an
important issue. In this paper it is chosen as three. Detailed
analysis of convenient mixture numbers and some applications
of EM algorithm can be found in [19], [20], [21].
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Fig. 11: Bit error rates for MMSE and GMM MMSE estima-
tors (by/bH bits).

by

bH 0 1 2 3 4 5

0 1.122 0.6387 1.001 1.077 1.103 1.112
1 0.4267 0.1847 0.3633 0.418 0.4203 0.422

2 0.914 0.4767 0.8147 0.8787 0.9047 0.9127

3 1.056 0.582 0.948 1.019 1.044 1.047
4 1.108 0.6307 0.9853 1.064 1.096 1.098
5 1.111 0.636 0.996 1.079 1.101 1.105

TABLE IV: Sum rates (Rsum) for several signal/channel
quantization bits at 11dB in terms of bits per channel use.

V. CONCLUSION

In this study, some future physical layer design aspects that
could be considered for MTC networks is investigated with
two approaches which can be implemented in current physical
layer technology. Results should be considered in terms of
the tasks of macro base station and mini base station. QF
and conventional approach BS are compared with different
parameters (like modulation, quantization bit numbers, etc.).
For QF approach quantization effects on data rate and equaliza-
tion are investigated. The improvement of using GMM MMSE
estimator is shown for different signal quantization bit numbers
and the number of quantization bits that should be spend for
signal and channel for some thresholds is also addressed.
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